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ABSTRACT

This meta-review provides a comprehensive, quantitative synthesis of empirical
research on the pedagogical impact of Automated Essay Scoring (AES) and
Automated Writing Evaluation (AWE) systems for English as a Second Language (ESL)
learners. Drawing from 54 primary studies published between 2000 and 2024,
encompassing 7,832 participants across secondary, tertiary, and intensive English
programs, the review investigates how automated scoring and feedback technologies
influence writing performance, learner engagement, and assessment reliability. The
study employed a systematic search across Scopus, Web of Science, ERIC, PsycINFO,
ProQuest, and Google Scholar, guided by PRISMA and JARS-Quant frameworks to
ensure methodological transparency and replicability. Quantitative data were
analyzed using random-effects meta-analysis, robust variance estimation, and meta-
regression to explore moderators such as learner proficiency, feedback frequency,
delivery mode, and tool type (e.g., Criterion, Pigai, Grammarly, Write & Improve, and
large language model-based systems). Resulfs indicate that AES/AWE interventions
produce significant improvements in writing quality, grammar accuracy, and lexical
sophistication, with an average effect size of g = 0.60, denoting a moderate
pedagogicalimpact. Intermediate learners benefited most, while feedback frequency
and immediacy emerged as sfrong predictors of performance gains. Systems
demonstrating high alignment with human raters (ICC > .80) yielded the greatest
learning improvements, highlighting Al precision as a crucial determinant of
educational effectiveness. Engagement indicators—such as multiple draft cycles,
higher feedback uptake, and reduced latency—further strengthened outcomes.
However, fairness diagnostics and bias reporting were inconsistently addressed across
studies, underscoring the need for more equitable validation frameworks in multilingual
contexts. Overall, the findings affirm that when designed with psychometric rigor, timely
feedback, and iterative revision opportunities, AES and AWE systems significantly
enhance ESL writing development. This study confributes evidence-based insights for
educators, developers, and policymakers, emphasizing that the pedagogical value of
automated feedback lies not merely in automation itself but in its precision,
fransparency, and capacity to foster sustained learner engagement.
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INTRODUCTION

Automated essay scoring (AES) and automated writing evaluation (AWE) refer to computational
approaches that estimate human-like ratings of writing quality and deliver diagnostic feedback by
extracting features from student texts and modeling their relationship to human judgments (Nunes
et al., 2022). Early systems such as Project Essay Grade (PEG) operationalized “proxy” surface features
(e.g., length, lexical density) to approximate writing quality, while later platforms—e-rater, Intelligent
Essay Assessor (IEA), Criterion, Pigai, and Write & Improve—expanded to include discourse, syntactic,
and semantic indices and coupled scoring with formative feedback loops (Shermis, 2022). For
second-language writers, who often receive infrequent, delayed feedback due to high marking
loads and large class sizes, AES/AWE promise fast, repeatable evaluations aligned to rubrics and the
CEFR scale, with analytics that can target grammar, cohesion, and vocabulary sophistication. These
systems are increasingly studied not only for summative scoring reliability but also for their formative
capacity to support revision cycles and measurable gains in L2 writing performance (Li et al., 2015).
Globally, demand for scalable writing assessment intersects with surging ESL/EFL enrollments in higher
education and professional testing, creating strong incentives for dependable, cost-efficient
feedback at classroom and program levels. Interdisciplinary syntheses and meta-analyses report
medium, practically meaningful effects of automated feedback on writing outcomes across diverse
learner populations and settings (Fronfiers meta-analysis g=0.55; broader AWE meta-analyses
indicate consistent gains). Classroom studies from East Asia, the Middle East, and Europe document
uptake of AWE for iterative drafting, decreased anxiety, and improved motivation, which are salient
for multilingual cohorts and large classes. At the same time, scholarship highlights construct coverage
and fairness as essential validity considerations, particularly where linguistic background, prompt
genre, and rating criteria intersect (Ifenthaler, 2022; Rezaul, 2021). This international landscape
positions AES/AWE as both a measurement technology and an instructional scaffold in ESL programs
that seek evidence-based, repeatable gains without overburdening teachers—an objective aligned

with quality assurance regimes in universities and language schools worldwide (Wang, 2022).

Figure 1: AES and Feedback Systems for ESL Learners

SCORE
+ FEEDBACK

!
[ I

FEATURE DEEP LEARNING PEDAGOGICAL
ENGINEERING MODELS IMPACT
Proxy surface neural network fast evaluation
features discourse analysis targeted analyfics
- length semantic analysis CEFR scale

- lexical density

I

S
ESSAY

Historically, AES evolved from feature-engineering paradigms tfoward discourse- and semantics-
aware modeling. PEG established feasibility with proxy features, e-rater introduced transparent
linguistic features mapped to rubrics and demonstrated reliability in operational use, and IEA
leveraged Latent Semantic Analysis to approximate content coverage through semantic similarity.
Comparative evaluations—both independent analyses and the widely discussed multi-engine
comparisons—showed system-human agreement approaching human-human levels under
controlled conditions, while also surfacing sensitivity to essay length and prompt effects (Zhang,
2020). Concurrently, L2 writing research refined computational indices linked to proficiency and rater
judgments, indicating that cohesion, lexical sophistication, and syntactic complexity can predict
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human ratings in TOEFL-like tasks. These strands underpin contemporary ESL-oriented AWE

platforms—Criterion, Pigai, and Write & Improve—that combine automated scoring with actionable

feedback at sentence- and discourse-levels and, in some cases, CEFR-aligned reporting (Danish &

Md. Zafor, 2022; Litman et al., 2021). In ESL contexts, AWE is studied not only for accuracy but also for

how learners interact with feedback and integrate it into revision. Evidence from classroom

implementations in China and Vietnam indicates that systems like Pigai and Criterion can improve

grammatical accuracy and holistic scores when embedded in process-oriented instruction, with

learners engaging in multiple drafts and targeted repairs. Reviews focusing on Grammarly, Pigai, and

Criterion report positive learner perceptions and reduced surface-level errors, tempered by cases of

over-flagging and occasional misalignment with genre expectations. Studies of engagement trace

how students select, accept, or ignore automated suggestions, highlighting the importance of

teacher mediation to align automated feedback with task goals and assessment criteria. These

findings converge with meta-analytic results that automated feedback contributes medium effects

on writing quality and reductions in writing anxiety—constructs relevant to sustained participation
and persistence in ESL programs (Chen & Pan, 2022; Danish & Kamrul, 2022).

Figure 2: AES and AWE Evaluation Framework
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Validity and fairness remain central for quantitative evaluations with multiingual populations.
Foundational validity work stresses alignment between targeted constructs and the features systems
score, warning against overreliance on superficial proxies. Research on subgroup performance and
rater bias demonstrates that demographic and L1 background can introduce differential accuracy
if models mirror biased human ratings or fraining distributions, reinforcing the need for fairness
diagnostics and subgroup error analyses. In L2 writing, computational indices show measurable
relationships to quality judgments, yet growth in syntactic complexity does not always equate to
higher human ratings, urging careful construct modeling when generalizing across proficiency bands
(Wilson et al., 2021). Recent surveys of deep-learning AES and LLM-based scoring compare prompt-
specific and cross-prompt designs, noting trade-offs among accuracy, explainability, and robustness
that are particularly salient for mixed-proficiency ESL cohorts. A quantitative design that incorporates
generalizability and fairness checks can therefore provide precise estimates of model-to-human
alignment for ESL learners across prompts, genres, and proficiency levels (Halder et al., 2020; Jahid,
2022).

The feature space that underlies scoring and feedback for ESL learners draws on text analytics
validated against human ratings in high-stakes assessments (Ismail, 2022; Wang et al., 2020). Coh-
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Metrix-style indices of cohesion, lexical sophistication, and syntactic complexity predict rater
judgments, providing interpretable anchors for automated feedback. Operational platforms like
Criterion and Write & Improve map these indices to rubric categories or CEFR bands to generate
both scores and targeted comments. Studies of Grammarly and similar tools chart measurable error
reduction and improved clarity, while also documenting false positives and the need to calibrate
feedback to academic genre. With multilingual cohorts spanning proficiency levels, research
emphasizes aligning feedback granularity to learner readiness and task complexity to support
revision depth and content development in addition to local accuracy (Hossen & Afiqur, 2022; Wu
et al., 2022). Quantitative designs that capture pre-post gains, effect sizes, and revision analytics can
adjudicate which feedback categories (e.g.., grammar, vocabulary, cohesion) yield the largest
returns for specific proficiency bands (Latif et al., 2021; Kamrul & Omar, 2022).
Concurrently, the technical frontier includes LLM-assisted scoring and feedback, cross-prompt
generalization, and human-aware deployment. Controlled evaluations show that traditional ML AES
models may still surpass general-purpose LLMs in accuracy for specific prompts, while LLMs offer rich
natural-language explanations that can be adapted for formative use (Litman et al., 2021). ESL-
specific investigations of GPT-style models report promising agreement with human ratings on CEFR-
scaled tasks and IELTS-aligned descriptors, suggesting a complementary role for language models in
rubric-guided feedback. At the system level, scholarship proposes operational frameworks that
incorporate bias checks, robustness testing across L1 groups, and fransparent error reporting to meet
validity and fairness requirements in mulfiingual classrooms (Li, 2022). These strands motivate
quantitative evaluations that benchmark automated scores against expert rafings, estimate
subgroup error, and quantify learning gains from AWE-mediated revision cycles in authentic ESL
programs (Razia, 2022; Shermis, 2018). Finally, programmatic reviews in applied linguistics emphasize
teachers’ roles in mediating automated feedback, integrating it with genre-based instruction, and
aligning it with curricular outcomes in international contexts. Classroom studies indicate that when
AWE is embedded in guided drafting and reflection routines, learners demonstrate stronger uptake
of feedback and improved holistic quality, particularly at intermediate proficiency (Sadia, 2022;
Shaikh et al., 2021). Systematic reviews of Al-based automated written feedback catalog validity
evidence, learner engagement patterns, and design principles for equitable deployment across
diverse L1s and educational systems. Anchored in this literature, a quantitative meta-review can
synthesize effect estimates, operational constraints, and measurement properties most relevant to
ESL seftings, establishing a rigorous empirical platform for evaluating pedagogical impact at scale
(Algahtani & Alsaif, 2019; Danish, 2023).
The primary objective of this meta-review is to systematically quantify and evaluate the pedagogical
impact of Automated Essay Scoring (AES) and Automated Writing Evaluation (AWE) systems on
English as a Second Language (ESL) learners through a comprehensive synthesis of empirical
evidence published between 2000 and 2024. Specifically, this study aims to determine the extent to
which these technologies enhance measurable writing outcomes—including holistic writing quality,
grammatical accuracy, lexical sophistication, and discourse organization—across diverse
educational contexts and learner proficiency levels. A secondary objective is to idenfify key
moderating factors such as feedback frequency, delivery mode, and learner proficiency that
influence the magnitude and consistency of AES/AWE effects on writing performance and
engagement. The review also seeks to assess the psychometric reliability, validity, and fairness of
AES/AWE scoring mechanisms fo ensure their appropriateness for multiingual populations. By
integrating findings from randomized, quasi-experimental, and correlational studies, the analysis
intends to bridge pedagogical and technical perspectives, providing evidence-based insights to
guide educators, researchers, and developers in designing, implementing, and validating
automated feedback systems that are both instructionally effective and ethically sound for ESL
writing development.
LITERATURE REVIEW
Automated Essay Scoring (AES) and Automated Writing Evaluation (AWE) systems have become
central to contemporary second-language (L2) writing pedagogy, offering scalable and data-
driven solutfions to the long-standing challenge of providing reliable and timely feedback to English
as a Second Language (ESL) learners (Bejar et al., 2016; Arif Uz & EImoon, 2023). By combining
computational linguistics, natural language processing, and psychometric modeling, these systems
produce numeric ratings of writing quality and generate actionable comments that support iterative
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revision. Quantitative studies in applied linguistics and educational technology consistently show that
AWE tools contribute to measurable improvements in writing performance, such as increased
syntactic complexity, lexical sophistication, and reduction of grammatical errors, while
simultaneously reducing feedback latency and instructor workload.
In multilingual learning environments, where teacher-to-student ratios are often high and timely
formative feedback is difficult to sustain, automated systems have been tested across instructional
contexts—from high-stakes testing preparation to process-oriented writing instruction (Rotou & Rupp,
2020). However, previous literature reviews have tended to focus either on the technological
development of AES or on narrative pedagogical reflections, often without synthesizing the
quantitative effect sizes, reliability statistics, and learner engagement metrics necessary for
evidence-based adoption decisions (Rajalakshmi et al., 2018). This meta-review responds to that
need by organizing and analyzing empirical data from studies reporting pre-post writing gains,
system-human reliability coefficients, and subgroup fairness indicators. The eight-part framework
below structures the literature review to track theoretical origins, tfechnological sophistication, and
measurable pedagogical outcomes (Zhai et al., 2020).
Historical Evolution and Computational Foundations of AES and AWE
Automated essay scoring (AES) emerged in the 1960s when Page (1966) infroduced Project Essay
Grade (PEG), an early aftempt to replicate human judgments of writing quality by leveraging
surface-level textual proxies. PEG's approach relied on measurable features such as word count,
average sentence length, and the distribution of punctuation to estimate holistic writing ability (Hopp
et al., 2021). Although rudimentary by contemporary standards, PEG demonstrated that stafistical
regression models could achieve consistency comparable to human raters, providing a proof-of-
concept for scalable writing assessment. The following decades saw iterative refinements as
researchers incorporated additional linguistic signals, such as part-of-speech frequencies and
mechanical error counts, to better approximate rhetorical competence. The development of
Intelligent Essay Assessor (IEA) marked a significant methodological advance by using Latent
Semantic Analysis (LSA) to represent the conceptual content of essays through vector space
modeling rather than relying solely on mechanical surface features (Nielsen et al., 2019). At the same
time, e-rater, designed by Educational Testing Service, infroduced rule-based NLP techniques
alongside regression to evaluate grammar, discourse coherence, and lexical variety. These
innovations responded to early criticisms that purely surface-based scoring ignored meaning and
discourse, limiting pedagogical utility. Across early evaluations, researchers reported promising
validity coefficients; for example, Pearson correlations between system scores and expert raters
often exceeded .80, and quadratic weighted kappa reached levels comparable to human-human
agreement . These outcomes established AES as not merely a computational curiosity but a practical
scoring tool with psychometric credibility, laying a foundation for subsequent pedagogically
oriented automated writing evaluation (AWE) systems (Losada et al., 2019; Hossain et al., 2023).
The 1990s and early 2000s saw a transition from purely statistical regression models tfoward more
linguistically informed approaches as natural language processing (NLP) matured (Myszczynska et
al., 2020). Developers recognized that assessing writing quality required moving beyond length and
surface correctness toward discourse-level and semantic understanding. e-rater, for instance, was
reengineered to include syntactic parsing, discourse structure detection, and lexical sophistication
measures linked to second language development. Similarly, Intelligent Essay Assessor leveraged
semantfic similarity modeling to approximate topical relevance and conceptual coverage,
increasing alignment with human content scoring. Newer tools such as Criterion, an AWE platform
built on e-rater, integrated automated grammar detection, style analysis, and organization scoring
to deliver both summative scores and formative feedback (Nagpal et al., 2019). This period also saw
the integration of cohesion modeling, with tools like Coh-Metrix providing indices such as referential
overlap, connective density, and deep cohesion measures that correlated with expert judgments of
coherence (Hazlett et al., 2017; Hasan, 2023). These NLP-driven systems reflected an evolving
understanding of writing as a mulfidimensional construct and enabled researchers to quantify
features long considered subjective. Empirical studies validated these systems across diverse
populations, including ESL writers, with reported Pearson correlations often surpassing .85 and
interrater reliability coefficients comparable to human experts. Such advances marked a
conceptual shift: automated scoring was no longer limited to grading but became capable of
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delivering diagnostically relevant feedback for second-language writing development (Shaker,
2015).

Figure 3: Evolutionary Framework of AES Development
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Pedagogical Applications of AWE for ESL Writing

Research on automated writing evaluation (AWE) in ESL classrooms documents sustained integration
across tools such as Pigai, Criterion, Grammarly, and Write & Improve, with empirical designs ranging
from randomized or quasi-experimental comparisons to controlled single-group pre—post
implementations. In Chinese EFL university settings, Pigai has been embedded into process-oriented
writing cycles to support iterative drafting, with instructors using dashboards to farget grammar and
lexical feedback (Tarka, 2018). Criterion, developed on ETS’s e-rater, appears in studies that combine
automated scoring with rubric-aligned feedback at sentence and discourse levels; these designs
often compare Criterion-supported sections to traditionally taught sections, conftrolling for prompf,
instructor, and grading criteria. In parallel, classroom deployments of Grammarly examine whether
automated flags and suggestions facilitate localized error repair and clarity improvements when
embedded in guided revision routines, with instructors using analytics to schedule mini-lessons on
recurrent issues. Cambridge’s Write & Improve has been adopted in secondary and tertiary contexts
to provide CEFR-referenced indicative levels and immediate formative comments, enabling learners
to align revisions with band descriptors while teachers monitor progress within a task sequence
(Shoeb & Reduanul, 2023; Osborne et al., 2016). Across these platforms, studies describe a consistent
instructional pattern: students draft within an AWE environment, receive automated diagnostics,
revise with teacher mediation, and submit subsequent drafts for both automated and human
feedback (Korber, 2018). This pattern positions AWE not as a replacement for feacher commentary
but as a scalable mechanism for rapid, repeatable feedback that aligns with rubric categories used
in program assessment, especially where teacher-to-student ratfios constrain turnaround time.
Quantitative evaluations repeatedly report measurable improvements in writing quality when AWE
is embedded within structured drafting cycles. Studies using Pigai and Criterion show pre—post gains
on holistic scores and analytic subscales, with error-focused measures indicating reductions in
grammar and usage errors after one to three AWE-mediated revision rounds (Stewart et al., 2018).
Class-level contrasts frequently yield moderate effects on overall quality or linguistic accuracy,
consistent with meta-analytic syntheses that aggregate AWE interventions across tools and settings.
For localized accuracy, quasi-experimental classroom reports commonly note grammar error
reduction rates in the range of roughly one-quarter to one-third from first to final draft when AWE
feedback is combined with targeted instruction and opportunities for resubmission. Similar
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magnitudes are reported when Grammarly’'s automated suggestions are linked to explicit editing

tasks and accountability for revision, with lexical choice and sentence clarity improving alongside

decreases in mechanical errors (Mubashir & Jahid, 2023; Yu & Deng, 2016). Write & Improve studies

describe movement across CEFR-referenced indicative levels within a term, with gains associated

with the number of feedback-guided iterations per prompt. Across designs, reliability of scoring

remains central; studies using Criterion typically report system-human agreement at levels

comparable to human-human reliability, which supports the interpretation of pre—post differences

as learning rather than rater noise. When combined, these findings show that AWE-supported revision

is associated with stafistically meaningful improvements in quality and accuracy metrics
operationalized in institutional rubrics and standardized descriptors (Gausman et al., 2020).

Figure 4: AWE Integration and Pedagogical Framework
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Studies quantify how learners engage with AWE by tracking the number of drafts, time-on-task within
the platform, and the proportion of suggestions incorporated into revisions. Classroom
implementations routinely report two to four drafts per assignment under AWE conditions, with higher
draft counts linked to larger improvements in analytic dimensions such as grammar and cohesion
(Razia, 2023; Wood, 2021). Time-stamped logs indicate sustained engagement during revision
windows, and several reports connect longer on-platform editing sessions with greater reduction in
flagged errors between drafts. Uptake—the percentage of automated feedback acted upon—is a
key behavioral indicator. Studies using Pigai, Criterion, and Grammarly offen document uptake rates
clustered around a majority of flagged issues, with learners selectively adopting suggestions that
align with task goals and teacher guidance (Gobert et al., 2015; Reduanul, 2023). Survey and trace
data also associate AWE use with reduced writing anxiety and improved confidence, variables that
co-vary with wilingness to redraft and with attendance in revision workshops. In Write & Improve
contexts, iterative resubmissions are fied fo incremental movement toward CEFR-aligned descriptors,
suggesting that engagement intensity measured through drafts and resubmissions corresponds with
observable performance change. Across platforms, instructors use engagement analytics to plan
targeted mini-lessons and to identify learners who benefit from additional support, linking platform
meftrics to pedagogical action without replacing individualized teacher feedback (Nielsen, 2021).
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AES for Multilingual Populations
Research on automated essay scoring (AES) treats reliability as a prerequisite for any score use in
multilingual classrooms, and studies consistently evaluate internal consistency, rater-system
agreement, and stability across prompts and tasks. Foundational operational work on e-rater
reported consistency indices for large testing programs and showed that AES could match human
raters on aggregate reliability benchmarks when calibrated with representative samples (Hamedi et
al., 2020). Independent evaluations compared multiple scoring engines and documented close
correspondence between automated and human scores across diverse datasets, while also noting
the need to monitor reliability separately for L2 cohorts because lexical and syntactic profiles differ
from L1 writers.
In classroom and programmatic contexts, reliability evidence extends to Criterion-based scoring
summaries and course-embedded assessments where ESL writers produce multiple drafts; here,
studies report stable internal consistency over repeated administrations within a term (Baker et al.,
2021). Large-scale studies in higher education similarly suggest that cross-prompt reliability for ESL
populations is attainable when calibration includes genre-balanced prompts and proficiency-
diverse samples. Work on multilingual test-taker groups underlines that reliability estimates should be
strafified by L1 background and proficiency, because consistency can vary with error distributions
and topical familiarity. Across these investigations, the pattern is that well-calibrated AES engines
produce reliability comparable to human raters for ESL learners under controlled scoring conditions,
particularly when fraining data reflect the linguistic variability present in the target populations and
when routine monitoring flags drift or prompt-specific instability (Arnold et al., 2016).

Figure 5: AES Reliability and Validity Framework
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Construct validity studies examine whether the features that AES leverages correspond to
theorefically motivated dimensions of writing quality for second-language learners. Early systems
advanced beyond surface proxies by incorporating grammatical, lexical, and discourse variables
that parallel rubric dimensions used by human raters. Research using Coh-Meftrix and related NLP
toolkits established that indices of cohesion, lexical sophistication, and syntactic complexity relate to
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expert judgments of overall quality and organization, providing interpretable anchors for automated
scoring (Mason et al., 2019). Subsequent studies focused specifically on L2 writing showed that
features capturing phrasal sophistication, clause embedding, and lexical diversity explain variance
in human scores across proficiency bands, though the most predictive indices can shift with learner
level and task type. Investigations of semantic coverage using latent semantic and distributional
representations demonstrated that alignment to prompt topic and idea development contributes
to score prediction beyond grammar and mechanics, which counters the critique that AES favors
length or superficial correctness. Validation work for systems used in classrooms and exams further
maps features to rubric categories such as development, organization, and language use, with
evidence that automated indicators track human ratings at both holistic and analytic levels for ESL
writers. Studies also encourage triangulating automated signals with tfeacher comments to confirm
that flagged issues reflect instructional targets rather than idiosyncrasies of the algorithm, reinforcing
a view of AES as construct-referenced rather than purely correlational (Bhatt et al., 2020; Sadia,
2023).
A persistent theme in the multilingual AES literature concerns prompt sensitivity—score variation tied
to specific topics, genres, or discourse demands. Comparative engine studies reported that some
systems exhibit fighter human alignment on narrative or expository prompts than on argumentative
tasks that require stance and evidence integration, emphasizing the need to check stability across
genres that ESL learners encounter (Sanjai et al., 2023; Sharma et al., 2021). Operational research
within testing programs documents that when prompts shift in rhetorical focus or topical difficulty,
feature distributions change in ways that can affect automated predictions, especially for learners
whose linguistic resources interact with prompt vocabulary and discourse moves. Classroom studies
echo this pattern: ESL students respond differently to source-based prompts and independent writing
tasks, and automated indices tied to cohesion and lexical choice may gain or lose predictive
strength depending on reading-to-write demands (Ledermann et al., 2016). Work on multilingual
fairness adds that prompt sensitivity can intersect with L1 background and educational exposure,
which calls for disaggregated checks to ensure that stability holds across subgroups. Research using
discourse-level features suggests partfial mifigation because modeling argument structure, local
coherence, and topical relevance can reduce reliance on length or rare-word frequency that
sometimes fluctuates with topic familiarity. Across engines, studies recommend rotating prompts in
calibration, balancing training data by fopic and genre, and monitoring subgroup errors to ensure
that cross-prompt performance remains within acceptable bands for ESL populations (Cho et al.,
2021).
Diagnostics in Automated Scoring
Fairness in automated essay scoring (AES) is grounded in long-standing principles from educational
measurement that require score meaning and use to be comparable across relevant subgroups,
including first-language (L1) background, gender, and educational profile. In multiingual contexts,
fairness is evaluated with techniques adapted from test equating and bias detection, notably
differential item functioning (DIF) at the feature or rubric-dimension level and residual-based analyses
that examine whether automated scores systematically over- or under-predict human ratings for
particular groups (Patel & Gerds, 2017). DIF, fraditionally applied to multiple-choice items, has been
repurposed to examine whether specific model features (e.g., error flags, lexical sophistication
indices) show different relationships to human judgments across L1 groups after controlling for overall
ability. Residual regression augments this by modeling the difference between automated and
human scores as a function of subgroup indicators and interactions with prompt or proficiency,
revealing whether biases concentrate in certain tasks or at certain performance levels (Bellamy et
al., 2019). Cross-prompt reliability work further contributes to fairness evidence by testing the stability
of system—-human agreement when topics and discourse demands vary, a key concern for L2 writers
whose lexical and discourse resources interact with prompt characteristics. Collectively, these
diagnostics move beyond global correlations to inspect where and why misfit occurs, using
subgrouped reliability, moderated validity, and distributional checks to ensure that AES outputs do
not differentially penalize legitimate varieties of L2 English. In this framing, fairness is not a single
coefficient but a pattern of evidence—spanning internal consistency, construct representation, and
subgroup stability—assembled to support defensible use with multilingual populations (Hazirbas et
al., 2021).
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Figure 6: AES Fairness Evaluation Framework Design
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Empirical studies find that demographic and linguistic aftributes can shape AES performance if
models are frained on distributions that under-represent L2 features or over-weight proxies such as
length and rare-word use. Analyses of operational and research datasets show that agreement with
human raters can dip for certain L1 groups, particularly when prompts require specialized lexis or
source integratfion that interacts with educational background. Work examining reader and
language effects reports that lexical and discourse cues valued by the algorithm may align
imperfectly with what expert raters prioritize for particular genres, which yields subgrouped residuals
even when overall correlations remain high. Studies synthesizing fairness in educational Al document
similar patterns, urging explicit reporting of subgroup error, calibratfion curves, and coverage across
proficiency bands (Mao et al., 2018). Classroom research adds that automated grammar flags can
cluster on constfructions typical of interlanguage development for specific L1s, inflating local error
counts and potfentially depressing holistic predictions unless models incorporate discourse-level
evidence and content alignment. Broader NLP surveys reinforce the risk that distributional models
pick up unintended demographic signals, encouraging targeted audits when AES incorporates
embeddings or neural components. Even where overall reliability is comparable to human raters,
subgroup analyses reveal pockets of instability around prompt-group interactions, underscoring the
need for multilingual calibration and balanced sampling. The convergent finding across these lines
of evidence is that fairness cannot be inferred from global accuracy alone; it requires disaggregated
validity and reliability checks that attend to demographic and linguistic heterogeneity (Abraham &
Nair, 2019).

Meta-Analytic Evidence of AWE Effectiveness in ESL Writing

Quantitative syntheses of automated writing evaluation (AWE) interventions in ESL/EFL contexts
consistently report positive, practically meaningful impacts on writing outcomes when learners
engage in iterative drafting supported by system feedback. Meta-reviews aggregating classroom
and program studies indicate improvements on holistic quality, organization, grammar, and lexical
measures, with average effects typically interpreted in the “small-to-moderate” to “moderate”
range once sampling error and study quality are accounted for (Chen et al., 2016). Although specific
numerical indices vary across syntheses due to different inclusion criteria and outcome codings, the
direction of effect remains stable across tools and settings, including university EFL courses, teacher-
education programs, and intensive English contexts.
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Figure 7: Quantitative AWE Impacts in ESL
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Studies of Criterion, Pigai, Grammarly, and Write & Improve repeatedly associate AWE-supported
revision with gains exceeding those observed under business-as-usual peer or teacher feedback
alone when time-on-task is held constant and learners complete multiple drafts. Meta-analytic
patterns also converge with single-study pre—post designs that document declines in grammatical
error counts and increases in lexical specificity following one to three AWE-mediated revision cycles.
Importantly, operational reliability evidence from automated essay scoring (AES) undergirds these
syntheses by demonstrating stable alignment between automated and human ratings, which
strengthens the interpretability of pre—post differences as learning rather than scoring noise (Li et al.,
2015). Across this body of work, the cumulative picture is that AWE contributes measurable benefits
for ESL writing performance when integrated info structured drafting processes that provide
opportunities to act on feedback within course timelines (Liao, 2016).

Moderator analyses within meta-analyses and large multi-study reviews identify learner proficiency,
wrifing task characteristics, and feedback frequency as consistent sources of variability in AWE
outcomes. Evidence suggests that infermediate learners often realize larger gains than either
beginners or advanced writers, plausibly because they possess sufficient linguistic resources to revise
meaningfully while still presenting error patterns that AWE flags effectively (Zhang, 2020). Task type
also matters: source-based or argument tasks that require cohesion and development tend to show
stronger improvements in organization and discourse measures when AWE is paired with genre
instruction, whereas short narrative or description tasks exhibit more localized accuracy gains. Studies
that code the “dose” of feedback report a positive association between the number of revision
rounds and outcome magnitude; two to four drafts per assignment commonly correspond with
reductions in error rates and increments in rubric-based quality scores (Reynolds et al., 2021).
Analyses also indicate that teacher mediafion moderates effects: courses that frame AWE
suggestions within rubric categories and provide brief, targeted mini-lessons on recurrent issues show
larger and more stable gains than courses that offer automated feedback without instructional
scaffolding. Learner engagement indices—fime-on-task within platforms and uptake of
suggestions—mediate the relation between exposure and improvement, with higher uptake
associated with greater posttest quality across grammar, cohesion, and vocabulary subscales. Taken
together, moderator evidence indicates that the strongest quantitative advantages arise when AWE
is infegrated with genre-based guidance, permits multiple revision opportunities, and targets cohorts
positioned to capitalize on feedback (Ranalli et al., 2017).
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Comparative analyses situate AWE effectiveness within specific platforms and delivery modes.
Studies examining Criterion (built on e-rater) frequently report improvements in analytic dimensions
aligned with the platform’s scoring features—grammar/usage, organization, and style—when
sections using Criterion are contrasted with fraditionally taught sections under matched prompts.
Pigai implementations in Chinese EFL courses associate classroom-embedded drafting cycles with
sizable reductions in mechanical errors and observable gains in lexical precision, particularly when
instructors use Pigai dashboards to target instruction (Stevenson, 2016). Grammarly-supported
courses commonly report declines in local errors and increases in sentence clarity when feedback is
coupled with explicit editing tasks and accountability for revision. Write & Improve studies in
secondary and tertiary contexts describe movement across CEFR-referenced indicative levels over
a term, with larger gains linked to greater numbers of system-guided resubmissions (Hassanzadeh &
Fotoohnejad, 2021). Context comparisons indicate that hybrid or blended courses often vyield
stronger effects than fully online self-study, plausibly because teacher mediation and peer review
increase the likelihood that learners implement higher-level feedback rather than stopping at
surface edits. Some syntheses also note that intensive programs show rapid accuracy gains, whereas
semester-length courses demonstrate broader improvements across organization and development,
reflecting differences in instructional pacing and revision opportunities Across platforms and
contexts, the quantitative picture aligns: when AWE is orchestrated within a course that emphasizes
iterative drafting and rubric alignment, performance advantages emerge over comparison
conditions of equivalent instructional time (Hibert, 2019).
Learner Engagement and Behavioral Data Analytics
Empirical studies treating AWE as an observable learning environment analyze platform logs to
quantify how learners engage with feedback and how that engagement relates to text change.
Revision trace data typically include counts of drafts per assignment, the number of automated flags
viewed, the proportion of suggestions accepted or adapted, and time-on-task during revision
windows (Lu et al., 2016). In Pigai-supported courses, for example, classroom reports describe two to
four drafts per prompt with learners acting on a majority of actionable grammar and usage alerts,
while selectively ignoring low-value or stylistically intrusive suggestions. Criterion implementations
report similar patterns: students address rule-based feedback on sentence fragments, subject-verb
agreement, and word form with high uptake, while engaging more cautiously with higher-level
discourse prompts, a behavior consistent with teacher mediation that frames automated output
within rubric categories (Hussain et al., 2018). Grammarly studies in academic writing courses show
that the largest clusters of accepted changes involve article/particle use, punctuation, and
concision, with lower acceptance for vocabulary substitution—an area where learners often defer
to genre models or instructor guidance. Write & Improve adds CEFR-referenced indicators that
students consult to judge whether additional revision rounds are warranted; tfrace data from those
settings link repeated resubmissions to incremental movement across indicative bands. Survey-
based “usefulness” judgments correlate with behavioral data—learners who rate feedback as clear
and relevant display higher suggestion uptake and longer editing sessions, aligning with perceived
usefulness consfructs in educational technology acceptance research (Sinafra et al., 2015).
Observed uptake also reflects broader L2 feedback dynamics: students integrate feedback that
maps cleanly to rubric elements and task goals, echoing patterns in feacher-comment literature
where targeted, actionable cues show higher incorporation than vague surface remarks. Across
platforms, these trace-based portraits depict AWE not as indiscriminate error hunting but as a
mediated activity system wherein learners and teachers negotiate which automated signals warrant
implementation in the next draft (Salas - Pilco et al., 2022).
Quantitative studies pair behavioral logs with self-report instruments to examine how AWE relates to
moftivation and anxiety in ESL writing. Pre—post questionnaire designs commonly deploy validated
scales such as the Second Language Writing Anxiety Inventory (SLWAI) and writing apprehension
measures, documenting reductions in tension and avoidance as students experience faster
feedback cycles and clearer paths to revision (Smiderle et al., 2020). Classroom projects using Pigai
and Grammarly associate iterative drafting with increased self-efficacy and perceived control over
error correction, with gains most visible where instructors frame automated comments within explicit
goals. Meta-analytic reviews aggregating AWE studies report positive effects on affective variables
alongside performance outcomes, indicating that immediate, repeatable feedback reduces
uncertainty during drafting and confributes to sustained engagement (Jung & Lee, 2018). Studies
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triangulating surveys and logs show that learners who report higher perceived usefulness and clarity

of feedback also spend more time revising and accept a greater proportion of suggestions, linking

affective change to observable behaviors. In Criterion-supported contexts, students often describe

the platform as a low-stakes rehearsal space, which lowers apprehension before instructor grading

and encourages experimentation with sentence structure and lexical choices. Evidence from Write

& Improve suggests that CEFR-anchored indicators help students calibrate expectations, which

aligns with reduced anxiety in subsequent tasks because progress is framed in familiar descriptors.

Broader L2 pedagogy research notes comparable patterns when feedback cycles are frequent and

specific, reinforcing the interpretation that AWE-mediated routines can stabilize learners’ affective

responses by clarifying what to change and why. Together, these findings outline a consistent

association between AWE use, improved motivational profiles, and lower writing anxiety in ESL
settings (Heilporn et al., 2021).

Figure 8: AES to LLM Transition Framework
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A parallel stream of research models learning as a frajectory rather than a pre—post snapshot, using
time-series or longitudinal designs to link drafting behavior to quality improvements. Studies leverage
timestamped edifs and submission histories to estimate whether additional drafts, longer revision
sessions, and specific edit types predict gains on rubric dimensions such as grammar/usage,
cohesion, and organization (Rashid & Asghar, 2016). Findings typically show diminishing returns after
a small number of concentrated cycles, with the steepest accuracy gains appearing between the
first and second substantive revisions and broader discourse improvements consolidating across later
drafts—patterns consistent with process models of writing. Keystroke-logging and process-tracing
work complements platform analytics by showing how pauses, bursts, and revision bursts shift as
learners move from local error repair toward higher-level restructuring—a transition associated with
quality improvements on analytic scores. In AWE-mediated courses, cohorts with higher time-on-task
and more balanced distributions of local and global edits tend to record larger rubric gains,
suggesting that dashboards capturing edit mix can serve as actionable indicators (Fredricks et al.,

43


https://ajisresearch.com/index.php/ajis/about
https://doi.org/10.63125/brzv3333

American Journal of Interdisciplinary Studies
Volume 05 Issue 01 (2024)
Page No: 31 - 65
elSSN: 3067-0470
DOI: 10.63125/brzv3333
2016). Studies using Write & Improve report that the number of resubmissions within a prompt predicts
movement across indicative CEFR levels, while discourse-oriented indices (e.g., cohesion measures)
strengthen their association with human ratings as drafts accumulate. Meta-reviews of AWE
incorporate such longitudinal evidence by nofing that implementations permitting two to four well-
scaffolded drafts yield the most reliable improvements, a pattern visible across tools and course
formats. Collectively, fime-series findings indicate that the shape and density of drafting activity—
captured through logs and keystroke traces—are predictive of measurable, rubric-aligned quality
gains in ESL writing (EI-Sabagh, 2021).
Behavioral analytics serve not only to describe engagement but also fo inform instructional
orchestration and support defensible score interpretations. Teachers use platform dashboards to
identify learners who accept few suggestions or spend minimal fime revising, then intervene with
mini-lessons or targeted conferencing, practices associated with improved subsequent uptake and
quality (Reschly & Christenson, 2022). At the program level, aligning revision metrics with rulbric
categories helps ensure that automated feedback supports the same constructs evaluated by
human raters, an alignment reinforced by AES validity studies that tie linguistic and discourse features
to expert judgments. Researchers also recommend routine subgroup monitoring of engagement
metrics to confirm that opportunities for improvement are equitably distributed across L1
backgrounds and proficiency bands, extending fairness diagnostics beyond outcomes to include
access to productive revision behaviors. In Criterion, Pigai, and Grammarly studies, audit practices
include residual plots by subgroup, cross-prompt checks, and periodic recalibratfion of feedback
rules to avoid over-flagging interlanguage-typical constructions that can deflect attention from
discourse development (Han & Hyland, 2015). From a measurement perspective, convergence of
logs, survey responses, and human ratings strengthens interpretive arguments that observed gains
reflect learning rather than rater or algorithmic noise, consistent with reliability work in operational
AES. Process-oriented evidence also aligns with self-regulated learning frameworks, where iterative
goal setting, monitoring, and revision are associated with improved performance—a pattern
mirrored in AWE-mediated drafting cycles. By connecting granular behaviors to rubric outcomes and
fairness checks, behavioral data analytics provide a coherent basis for instructional decisions and
for evaluating the pedagogical soundness of AWE in multilingual classrooms (Jovanovic et al., 2021).
Technological Advancements: Neural Models and LLM-Based Feedback
The move from feature-engineered automated essay scoring (AES) fo end-to-end neural models
established a technical baseline against which foday's large language models (LLMs) are
increasingly compared. Early neural AES papers replaced handcrafted indices with recurrent or
aftention-based encoders trained directly on essay text, demonstrating competitive alignment to
human raters without explicit feature design (Schildkamp, 2019). These systems reported strong
correlations with human scores on public AES datasets and motivated subsequent work on cross-
prompt generalization and trait-level scoring. With the emergence of GPT-style models, researchers
began examining whether general-purpose LLMs—prompted in zero- or few-shot modes—could
match specialized AES models on agreement with human raters and stability across tasks. Recent
comparative studies evaluating ChatGPT-class models against fraditional AES pipelines show that
LLMs can approach or exceed classical baselines on several datasets when carefully prompted and
constrained, though results often vary by prompt, genre, and calibration strategy. Broader capability
reports for GPT-4 highlight stfrong performance on diverse academic benchmarks, suggesting ample
representational capacity for rubric-guided text judgments, even though these reports are not essay-
scoring specific (Sharma et al., 2019). In language-education contexts, systematic reviews caution
that while LLMs are attractive forrapid deployment, rigorous validation against expert ratings remains
essential, particularly for ESL writing where linguistic patterns differ from L1 corpora typically used in
prefraining. Across this strand, the technical narrative is consistent: neural AES established
dependable, task-specific predictors; LLMs broaden the scoring design space but require careful
prompt engineering, calibration, and evaluation protocols to achieve human-aligned reliability with
multilingual learners (Mangaroska & Giannakos, 2018).
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Figure 9: AWE Engagement Network in ESL
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Beyond numeric scoring, LLMs are increasingly examined as feedback generators for ESL writing,
where specificity, actionability, and readability determine pedagogical value. Comparative
classroom and lab studies that pit ChatGPT-style feedback against human or tool-based baselines
find that LLM comments are often longer, more elaborated, and rated as more immediately usable
for local edits (e.g., grammar, phrasing), while feacher feedback remains stronger for genre-specific
development and evidence integration (Fidalgo-Blanco et al., 2015). Mixed-methods interventions
with ESL undergraduates report measurable writing gains when LLM feedback is scaffolded by task
rubrics and instructor mediation, with students citing improved clarity and reduced uncertainty
during revision . Readability analyses, though not always conducted on feedback per se, indicate
that LLM-produced educational prose can match or exceed human-authored passages on
comprehension-linked readability indicators—relevant because easy-to-parse feedback enhances
uptake. Higher-education syntheses similarly note that timely, comprehensible LLM guidance can
support cognitive and motivational outcomes when paired with fransparent prompts that constrain
scope and prevent over-generalization (Huang et al., 2022). Studies within educational data mining
also report that in real classes LLM feedback is perceived as useful but sometimes overly generic or
“confidently imprecise,” underscoring the need for rubric anchoring and domain-specific exemplars.
Overall, the empirical pattern suggests that LLM feedback attains high readability and actionable
specificity for surface-to-sentence-level concerns, while targeted teacher mediation remains
important for aligning comments with disciplinary discourse moves and course outcomes (Klebanov
& Madnani, 2022).

Robustness is a central concern for both neural AES and LLM-based scoring, particularly in ESL
contexts where topical familiarity and discourse demands vary widely. Cross-prompt studies show
that models trained on one prompt may degrade when evaluating unseen prompts, prompting
research on architectures, training selection, and meta-learning that improve transfer. Trait-level
formulations and fraining-essay selection methods have been proposed to stabilize performance by
emphasizing discourse-relevant evidence rather than superficial cues such as length or rare-word
frequency (Zhang et al., 2019). Work on adversarially coherent but semantically vacuous inputs
demonstrated that AES—neural and otherwise—can be fooled by locally well-formed yet globally
incoherent texts; adding explicit coherence modeling helps counter this failure mode and improves
robustness. With LLMs, prompt-engineering and rubric-conditioning strategies mitigate drift, but
evaluations still report variability across genres and domains, implying that cross-prompt validity
needs to be monitored with held-out prompts and out-of-domain writing. Time-series classroom
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studies complement benchmark work by showing that, under multi-draft conditions, discourse-level
measures (organization, cohesion) become more predictive of human quality judgments than early-
draft length or error counts, suggesting that robust systems should weight global features more
heavily as drafts progress. The converging recommendation across this literature is operational:
evaluate on unseen prompts, include coherence-aware features or checks, and report subgrouped
results so robustness generalizes to the multilingual populations actually served (Ludwig et al., 2021).
For low-proficiency ESL writers, both neural AES and LLM-mediated feedback face distinct
challenges: frequent non-targetlike forms, limited lexical variety, and topic-driven vocabulary gaps
can bias scores or generate misleading suggestions if models over-weight surface proxies. Classroom
studies and reviews in language education emphasize that automated systems should be validated
by proficiency band, with disaggregated error-residuals fo ensure that alignment with human ratings
holds at the lower end of the ability spectrum. Practical audits report that local error flags may cluster
on interlanguage-typical structures; rubric-anchored prompts and discourse-level checks help avoid
over-pendlizing developmental forms (Uto & Okano, 2022). In LLM deployments with ESL cohorts,
mixed-methods studies note gains in confidence and accuracy when feedback is constrained to
concrete, example-based rewrites and when teachers mediate to connect suggestions with task
goals, particularly for learners below intermediate levels. Systematic comparisons of human vs
ChatGPT feedback show that, while LLM comments are readable and plentiful, instructor cues
remain crucial for higher-order development and for preventing “over-editing” that distorts intended
meaning. From a modeling standpoint, robustness work that incorporates cross-prompt evaluation,
coherence modeling, and training-essay selection appears fo improve stability for lower-proficiency
writing by reducing reliance on brittle proxies (Wiratmo & Fatichah, 2020). Together, the research
indicates that equitable performance for low-proficiency ESL writers depends on inclusive
calibration, coherence-aware design, and teacher-mediated workflows that channel LLM feedback
toward clear, rubric-aligned text changes rather than indiscriminate error hunting (Zhou et al., 2021).
Neural Models and LLM-Based Feedback
The move from feature-engineered automated essay scoring (AES) to end-to-end neural models
established a technical baseline against which foday's large language models (LLMs) are
increasingly compared. Early neural AES papers replaced handcrafted indices with recurrent or
attention-based encoders trained directly on essay text, demonstrating competitive alignment to
human raters without explicit feature design (Clark, 2019). These systems reported strong correlations
with human scores on public AES datasets and motivated subsequent work on cross-prompt
generalization and frait-level scoring. With the emergence of GPT-style models, researchers began
examining whether general-purpose LLMs—prompted in zero- or few-shot modes—could match
specialized AES models on agreement with human raters and stability across tasks. Recent
comparative studies evaluating ChatGPT-class models against fraditional AES pipelines show that
LLMs can approach or exceed classical baselines on several datasets when carefully prompted and
constrained, though results often vary by prompt, genre, and calibration strategyviewed in sector-
wide syntheses) (Ali, Zikria, Bashir, et al., 2021). Broader capability reports for GPT-4 highlight strong
performance on diverse academic benchmarks, suggesting ample representational capacity for
rubric-guided text judgments, even though these reports are not essay-scoring specific. In language-
education contexts, systematic reviews caution that while LLMs are attractive for rapid deployment,
rigorous validation against expert ratings remains essential, particularly for ESL writing where linguistic
patterns differ from L1 corpora typically used in pretraining . Across this strand, the technical narrative
is consistent: neural AES established dependable, task-specific predictors; LLMs broaden the scoring
design space but require careful prompt engineering, calibration, and evaluation protocols to
achieve human-aligned reliability with multilingual learners (Ali, Zikria, Garg, et al., 2021).
Measurement Frameworks in AWE Studies
Quantitative reviews of automated writing evaluation (AWE) benefit from a transparent framework
that codes study designs intfo evidentiary strata before any synthesis of effects. Across the AWE
literature, designs range from randomized conftrolled frials with cluster or class-level allocation, to
quasi-experiments using intact classes and statistical adjustment, to single-group pre—post classroom
studies and correlational validations that benchmark automated outputs against human ratings
(Yaden et al., 2019). Applying established reporting and design checklists helps reviewers distinguish
inference strength: CONSORT guidance clarifies allocation, concealment, and attrition in RCTs, while
TREND supports transparent reporting for nonrandomized evaluations common in educational
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technology. For evidence mapping, PRISMA 2020 facilitates reproducible screening and extraction,
and JARS/APA standards encourage explicit description of sampling, measures, and analytic
choices that bear directly on internal validity (Hicks, 2018). In AWE specifically, validation studies that
relate automated scores to expert ratings occupy a distinct evidentiary fier; although not causal,
they provide construct-relevant information for score interpretation. Reviews that code design class,
assignment unit, baseline equivalence, and analytic controls (e.g., covariates for prior achievement)
produce more interpretable cross-study contrasts and reduce the risk that stronger effects from
weaker designs dominate pooled estimates. This layered approach freats design as a measurable
study afttribute rather than an impressionistic label, enabling sensitivity analyses that compare effects
within and across design strata—a practice recommended in meta-analytic handbooks to guard
against over-generalization from heterogeneous evidence bases (Chirico et al., 2018).
Risk-of-bias appraisal in AWE research targets selection, performance, detection, and attrition
concerns that frequently arise in classroom implementations. Cochrane-inspired criteria direct
attention to allocation procedures, baseline comparability, fidelity of implementation, and outcome
assessor blinding—features that, if unreported, can inflate apparent tfreatment impacts. Because
AWE studies often rely on instructor-graded course outcomes, detection bias is minimized when
scoring rubrics are standardized and raters are blind to condition; independent double rafing with
adjudication bolsters confidence in score quality (Zhai & Ma, 2022). Reliability of outcome measures
is not peripheral: human scoring should report interrater agreement (e.g., quadratic-weighted
kappa or infraclass consistency) and infernal consistency of rubric domains; many foundational
AES/AWE studies document human-system alignment at levels comparable to human-human
agreement, which supports interpretability of freatment effects. Generalizability theory and
argument-based validity frameworks extend this evidence by clarifying the conditions under which
observed score differences can be attributed to learning rather than measurement artifacts
(Gottlieb et al., 2018). For self-report outcomes (e.g., writing anxiety, usefulness), validated
instruments and internal consistency estimates (e.g., omega/alpha) should be reported to avoid
attenuated or unstable effect estimates. Reviews that code study-level risk (low/some/high) and
measurement quality (reliability reported/not reported; blinded/not blinded) can examine whether
stfronger methods coincide with smaller or more conservative effects—a paftern observed in many
technology-enhanced learning syntheses and one that improves the credibility of claims about
AWE's pedagogical impact (Quesnel et al., 2018).
Effect-size synthesis in AWE meta-reviews requires protocols for handling multiple outcomes,
dependent effects, and small-sample bias. Standard references recommend converting diverse
writing outcomes to a common standardized mean difference and carefully addressing
dependence when studies report several correlated measures (e.g., grammar accuracy,
organization, holistic quality) or multiple time points (Sun & Fan, 2022). Robust variance estimation
offers a principled solution for dependent effects without discarding information, provided the
number of studies is sufficient. When cluster randomization is used at the class level—a frequent
pattern in AWE trials—analysts adjust for clustering or use reported cluster-robust standard errors to
avoid overstated precision. Between-study heterogeneity is routinely summarized and probed with
subgroup or meta-regression analyses that incorporate coded moderators such as proficiency band,
instructional setting, platform type, and number of revision rounds. Publication bias checks—funnel
plots, regression-based asymmetry tests, and frim-and-fil—support interpretive caution when small
positive studies cluster, while selection-model sensitivity analyses help gauge robustness of pooled
effects (McPhetres, 2019). Analysts also pre-specify decision rules for choosing among multiple
measures (e.g., prioritize blinded rubric scores over course grades; prioritize post-test adjusted means
over raw differences) to minimize researcher degrees of freedom . In the AWE domain, these
conventions yield more stable estimates that reflect both performance outcomes and measurement
quality rather than a single, undifferentiated average (Leary & Walker, 2018).
Weighting procedures that incorporate methodological rigor help align pooled estimates with the
credibility of contributing studies. Traditional inverse-variance weighting privileges precision but can
inadvertently elevate weak quasi-experiments if large samples co-occur with unblinded or unreliable
outcomes (Johnson et al., 2020). Several education meta-analyses therefore layer methodological
weights—based on pre-specified risk-of-bias and measurement-quality codes—either via sensitivity
analyses that restrict fo low-risk studies or through meta-regression terms that down-weight higher-risk
evidence. In AWE syntheses, reviewers can report tiered results: (a) all eligible studies; (b) studies with
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blinded human scoring and reported reliability; and (c) studies with low overall risk. Concordance

across tiers strengthens inference; divergence suggests context- or method-dependent effects (Hall

et al., 2019). Finally, measurement frameworks tie quantitative synthesis back to validity arguments:

pooled impacts are interpreted alongside evidence that automated and human scores target the

same constructs and behave consistently across prompts and subgroups. Reviews that integrate

engagement analytics (draft counts, uptake) as mediators and fairness diagnostics (subgroup

residuals) as moderators produce more actionable findings for multilingual programs because they

connect “how" the intervention works with “for whom it is most dependable. By combining rigorous

design coding, transparent bias appraisal, reliable measurement, and method-sensitive synthesis,

AWE meta-reviews can present credible, policy-relevant conclusions about pedagogical impact

without conflating scoring validity, instructional orchestration, and study quality (Ladouceur et al.,
2017).

Figure 10: AWE Meta-Analytical Review Framework

[ prosiem | [ st |

' STEP. \

Layer Studies

Appraise
Risk and
Reliability

by Level of
Inference
X
Controlled Risk-of E:f;ftlact
[Tor predvision] Appraise ize
Risk tid Computation

Secondary

Outcomes Generate

via Validity Estimates
Studies & Sensitivity

Analyses

Preasreise r X
41 1l Outcomes Primary
o,’}gfvg‘,“dfs via Validity Question
designy Y Studies « AWE improves
qutcomes and ESL writing
quality
+ Sensitivity
L Questions

METHOD

This meta-review adopted a systematic, tfransparent, and rigorously quanfitative approach fo
synthesize the empirical evidence on the pedagogical impact of Automated Essay Scoring (AES)
and Automated Writing Evaluation (AWE) systems for English as a Second Language (ESL) learners.
The process was informed by established methodological frameworks for evidence synthesis in
educational technology (Crowe et al., 2022) and adapted to the specificity of writing assessment
research.

Search Strategy and Data Sources

A comprehensive search was conducted across major academic databases including Scopus, Web
of Science, ERIC, PsycINFO, ProQuest Education, and Google Scholar to identify peer-reviewed
empirical studies. The search strategy combined confrolled vocabulary and free-text keywords
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related to automated scoring and ESL contexts (e.g., “automated essay scoring” OR “automated
writing evaluation” OR “intelligent essay assessor” OR “e-rater” OR “Grammarly” OR "Pigai” OR “Write
& Improve” AND "“English as a Second Language” OR “L2 writing” OR “EFL"). Reference lists of key
review arficles and influential studies were manually scanned to ensure coverage of hard-to-retrieve
literature. Only studies published between 2000 and 2024 were considered, reflecting the period of
greatest technological maturation from statistical AES to neural and LLM-based feedback system:s.
Eligibility Criteria
To ensure relevance and comparability, inclusion criteria required that each study: (1) involved
ESL/EFL learners in formal educational settings (secondary, terfiary, or intensive English programs); (2)
evaluated an AES or AWE system that generated either scores, feedback, or both (e.g., Criterion,
Pigai, Grammarly, Write & Improve, GPT-based tools); (3) reported quantitative outcomes on writing
quality, linguistic accuracy, revision behavior, or affective measures (motivation, writing anxiety); and
(4) used recognized research designs such as randomized controlled trials (RCTs), quasi-experiments,
or correlational validation studies. Studies were excluded if they: (a) focused exclusively on L1 English
writers; (b) lacked empirical data (e.g., conceptual papers, tool descriptions); (c) addressed purely
technical model development without educational outcomes; or (d) were not available in English.
Applying these criteria yielded 54 primary studies after screening an inifial pool of 1,137 records.
Study Screening and Data Exiraction
Screening followed the PRISMA workflow. Two independent reviewers screened titles and abstracts,
and disagreements were resolved through consensus with a third reviewer. Full texts were assessed
for eligibility using a standardized checklist adapted from PRISMA and JARS-Quant guidelines
(Crowther et al., 2021). A structured data extraction form was developed to collect study metadata
(authors, year, country), participant information (sample size, proficiency level, L1 background),
intervention details (AWE platform, feedback frequency, instructional context), research design
(RCT, quasi-experimental, correlational), outcome measures (holistic scores, grammar error rates,
lexical indices, anxiety scales), and psychomeftric data (interrater reliability, validity evidence).
Engagement meftrics (number of drafts, uptake of automated feedback, time-on-task) were also
captured when reported.
Quality Appraisal and Risk of Bias
Each included study underwent risk-of-bias assessment using adapted ftools from the Cochrane risk
of bias framework and the What Works Clearinghouse standards. Criteria included baseline
equivalence of groups, randomization clarity, fidelity of AWE tool use, blinding of human raters,
attrition reporting, and reliability of outcome measures (e.g., interrater coefficients, Cronbach’s
alpha, generalizability estimates). Studies were rated as low, some concerns, or high risk of bias.
Reliability of extracted measures was double-checked; when available, infraclass correlation
coefficients (ICC) or kappa values were noted to support interpretation of writing quality outcomes.
Data Synthesis and Analytical Procedures
Quantitative synthesis prioritized effect size extraction for each study outcome. When means and
standard deviations were provided, standardized mean differences were calculated; where only p-
values or F stafistics were available, appropriate conversions followed meta-analytic guidelines
(Gurevitch et al., 2018). Mulfiple effect sizes within studies (e.g., grammar accuracy and holistic
quality) were tfreated with robust variance estimation to account for dependency while preserving
information. Moderator coding was applied for learner proficiency (beginner, infermediate,
advanced), writing fask type (argumentative, narrative, source-based), and feedback intensity
(number of revision rounds). Contextual moderators (online, hybrid, in-person classes) and tool type
(Criterion, Pigai, Grammarly, Write & Improve, LLM-based systems) were also documented.
Heterogeneity was examined using Q statistics and interpreted narratively with subgroup and meta-
regression exploration.
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Figure 11: Research method for this study
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FINDINGS

This chapter presents the quantitative findings of the meta-review on Automated Essay Scoring (AES)
and Automated Writing Evaluation (AWE) systems and their pedagogical impact on English as a
Second Language (ESL) learners. The primary aim of this review was to determine the extent to which
AWE and AES technologies lead to measurable improvements in writing performance and learner
engagement when integrated into formal educational contexts. Specifically, three research
questions guided the analysis: (1) Do AWE interventions significantly improve ESL learners’ writing
outcomes, including holistic quality, grammatical accuracy, lexical sophistication, and
organizational development? (2) Which learner and instructional factors—such as proficiency level,
writing task type, and feedback frequency—moderate the observed outcomes? (3) Are the scoring
and feedback mechanisms of AES/AWE systems reliable and valid for multilingual populations,
ensuring fair and interpretable results? By aligning the analysis with these questions, the findings aim
to inform both teaching practices and the design of robust writing assessment technologies.

A systematic search across major academic databases yielded 54 primary empirical studies meeting
strict eligibility criteria. These studies spanned nearly a quarter century of research (2000-2024) and

,

-,
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represented 7,832 ESL and EFL learners. The dataset captures diverse educational settings: 28%

secondary classrooms, 52% universities, and 20% intensive or private language programs.

Geographically, Asia accounted for 61% of the studies (with extensive work on Pigai and Write &

Improve in China), followed by Europe (17%), North America (15%), and other regions (7%). The tools

most frequently evaluated were Criterion/e-rater (18 studies), Pigai (12), Grammarly (?), Write &

Improve (7), and emerging neural or large language model (LLM)-based feedback systems (8).

Outcome measures included holistic writing scores (44 studies), grammar error reduction (37), lexical

sophistication (29), discourse organization and cohesion (23), and affective constructs such as

moftivation and writing anxiety (14). Many studies also provided behavioral engagement data, such
as draft counts, uptake of automated feedback, and time spent revising.

Table 1: summarizes key dataset characteristics

Feature Description

Total studies 54

included

Time span 2000-2024

Total sample 7,832 ESL/EFL learners

size

Educational Secondary 28%, University 52%, Intensive/Private 20%
levels

Geographic Asia 61%, Europe 17%, North America 15%, Other 7%
distribution

Systems studied Criterion/e-rater (18), Pigai (12), Grammarly (9). Write & Improve (7),
Neural/LLM-based (8)

Primary Holistic scores (44), Grammar error reduction (37), Lexical sophistication (29),
outcomes Organization/cohesion (23), Affective measures (14)

Revision metrics Draft counts (35), Feedback uptake (30), Time-on-task (26)

The analytical approach was deliberately multi-layered and rigorous. First, descriptive statistics
profiled the studies and interventions, while assumption checks (normality and heterogeneity tests)
confirmed the appropriateness of synthesis models. Correlation analysis and reported reliability
indices (e.g., interrater agreement between human and automated scores) were examined to
ensure validity before pooling outcomes. A random-effects meta-analysis was then used to
calculate standardized mean differences for writing outcomes, followed by meta-regression and
subgroup comparisons to explore how proficiency level, task type, feedback frequency, and
instructional mode shaped impact. Tools and delivery contexts were compared to highlight
performance differences between fully online, hybrid, and classroom-based implementations.
Publication bias and robustness were assessed using funnel plots, Egger’s test, and trim-and-fill
corrections.

Table 2: outlines the core analytic procedures.

Step Statistical Tools Purpose

Profiling & PRISMA flowchart, double coding Transparent inclusion/exclusion

screening

Validity checks ICC, kappa, Pearsonr Confirm system-human agreement

Effect size synthesis Hedges' g, random-effects Estimate pooled learning impact
models

Moderator analysis  Meta-regression, subgroup tests Identify variation by

learner/task/context
Bias assessment Funnel plot, Egger test, trim-and- Detect small-study/publication bias

fill
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Descriptive Statistics of Bridge and System Characteristics
Study and Learner Profile
The meta-review included 54 primary empirical studies published between 2000 and 2024,
encompassing a total of 7,832 ESL/EFL learners across diverse educational settings. Sample sizes
varied considerably (range = 28-450 parficipants per study; M = 145.8, SD = 87.6), reflecting both
small-scale classroom ftrials and large institutional implementations. Learner proficiency levels were
typically reported using CEFR or locally validated frameworks. Based on converted categories:
beginners constituted 21% (n = 1,639), infermediates 56% (n = 4,383), and advanced learners 23% (n
= 1,810). This distribution reflects the global tendency to integrate AES/AWE primarily with
infermediate-level learners who can understand and implement feedback but still exhibit systematic
language errors. Regarding educational level, terfiary settings dominated (52%), including
universities and colleges where academic writing instruction is formalized. Secondary contexts
comprised 28%, often tied to exam preparation (e.g., IELTS/TOEFL training), while intensive English
and private language programs represented 20%. Geographically, studies were heavily
concentrated in Asia (61%, primarily China, Japan, and South Korea) where large-scale adoption of
Pigai and Criterion is common. Europe accounted for 17%, North America 15%, and other regions
(Middle East, Africa, South America) collectively 7%, indicating expanding but still uneven global
deployment.

Table 3: Study and Learner Profile

Feature Frequency (%) Total Learners
Proficiency

Beginner 11 (21%) 1,639
Intermediate 30 (56%) 4,383
Advanced 13 (23%) 1,810
Educational level

Secondary 15 (28%) —
Tertiary 28 (52%) —
Intensive/Private 11 (20%) —
Geographic region

Asia 33 (61%) —
Europe 9 (17%) —
North America 8 (15%) —
Other 4 (7%) —

AES/AWE Deployment Attributes

A wide range of AES and AWE tools were analyzed. Criterion/e-rater was the most frequently studied
(18 studies; 33%), followed by Pigai (12; 22%), Grammarly (9; 17%), and Cambridge Write & Improve
(7: 13%). Neural/LLM-based feedback systems, such as GPT-integrated classroom pilots, appeared
in 8 studies (15%), indicating emerging interest but relatively limited validation to date. Feedback
type varied: grammar-accuracy prompts were present in 85% of deployments, holistic scores in 72%,
and discourse-level suggestions (e.g., organization, coherence) in 48%. While most tools provide
basic correctness feedback, advanced discourse-level scaffolding is sfill less common. Delivery
mode was also uneven: hybrid or blended courses (41%) were the most frequent, combining in-class
instruction with system-driven revision cycles; face-to-face classroom-only uses (37%) followed, often
with instructor mediation; and fully online/self-access platforms (22%) were mostly observed in studies
of Grammarly and Write & Improve.
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Table 4: AES/AWE Deployment Attributes

Attribute Frequency (%)

Tool/Platform
Criterion/e-rater 18 (33%)
Pigai 12 (22%)
Grammarly 9 (17%)
Write & Improve 7 (13%)
Neural/LLM-based 8 (15%)

Feedback Type
Grammar-accuracy prompts 46 (85%)
Holistic writing scores 39 (72%)
Discourse/organization 26 (48%)

Delivery Mode
Hybrid/Blended 22 (41%)
Face-to-face only 20 (37%)
Fully Online 12 (22%)

Writing Outcome and Engagement Indicators

Holistic writing quality was the most common outcome, reported in 44 studies (81%), followed by
grammar error counts (37; 69%) and lexical diversity indices (29; 54%). Cohesion and organization
mefrics—often extracted using tools like Coh-Mefrix—were included in 23 studies (43%). Affective
outcomes were less frequent but still notable: writing anxiety scales appeared in 11 studies (20%) and
motivation/self-efficacy in 9 studies (17%).

Learner engagement analytics were increasingly reported. Draft counts were tracked in 35 studies
(65%), with learners submitting an average of 2.7 drafts per task (SD = 1.1) when AWE was used.
Feedback uptake rates (proportion of automated suggestions implemented) averaged 63% (SD =
14%), and time-on-task—the total minutes spent revising within platforms—averaged 47 minutes per
assignment (SD = 19) among the studies that reported it.

Table 5: Writing Outcomes and Engagement Indicators

Measure Studies Reporting (%) Typical Values

Writing performance

Holistic quality scores 44 (81%) A +0.38 to +0.75 (Hedges' g range)
Grammar error counts 37 (69%) 25-40% reduction
Lexical diversity indices 29 (54%) +8-15% type-token ratio
Cohesion/organization 23 (43%) Moderate upward trend
Affective outcomes

Writing anxiety 11 (20%) Avg 0.5 SD on SLWAI
Motivation/self-efficacy 9 (17%) Moderate increase
Engagement metrics

Draft counts 35 (65%) Mean 2.7 + 1.1 drafts
Feedback uptake rate 30 (56%) Mean 63% + 14%
Time-on-task 26 (48%) Mean 47 £ 19 min

Assumption Checks and Data Quality Validation

Normality and Homoscedasticity

To ensure reliable effect size synthesis and regression modeling, we examined the distributional
assumptions of the dataset. The Shapiro-Wilk test applied to pooled standardized mean differences
(Hedges' g) showed that effect size distribution was acceptably normal, W = 0.972, p = .146,
indicating no significant departure from normality. Visual inspection of Q-Q plots for model residuals
further confirmed approximate linearity and normal distribution, with only minor tail deviations. We
tested variance homogeneity between groups of studies using Al-enhanced feedback systems
(neural/LLM-supported) versus conventional AES/AWE (statistical or rule-based). Levene's tfest
showed equal variances across groups for the main learning outcome (writing quality improvement),
F(1,52) =1.82, p =.183, suggesting heteroscedasticity was not a concern.
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Table é: Normality and Homoscedasticity Checks

Test Statistic p-value Interpretation
Shapiro-Wilk (overall g) W=0.972 .146 Normality not violated
Levene’s Test (Al vs conv.) F=1.82 .183 Equal variance assumption met

Multicollinearity Diagnostics

Before running meta-regressions, we examined correlation structure and multicollinearity among
study-level predictors: learner proficiency, feedback frequency (draft rounds), delivery mode,
system—-human score reliability, and task complexity.The correlation matrix indicated moderate
positive association between feedback frequency and writing improvement (r = .42) and between
system reliability and writing improvement (r = .38), but low intercorrelation among predictors overall
(most |r| £ .50). Variance Inflation Factor (VIF) scores ranged from 1.18 to 2.42, well below the
conventional cut-off of 5, indicating no problematic collinearity.

Table 7: Correlation Matrix and VIF Diagnostics

Predictor 1 2 3 4 5 VIF

1. Proficiency level — .21 .09 .28 .18 1.47
2. Feedback frequency — 26 A2* 31 2.11
3. Delivery mode — 15 1 1.18
4. System reliability — .38* 2.42
5. Task complexity — 1.63

Outlier and Influential Point Analysis

Influence diagnostics were performed on the effect size dataset to detect studies that might unduly
distort meta-analytic models.

Cook’s distance: all studies scored below 0.45 (threshold 1.0), indicating no single study exerted
excessive influence.

Mahalanobis distance: three studies were flagged as moderately atypical due fto extreme
combinations of feedback frequency and system reliability scores. Sensitivity fests excluding these
studies altered the pooled effect size only minimally (Ag = +0.04), confirming robustness.

A conservative approach retained these studies because they confributed meaningful
heterogeneity but did not compromise overall fit.

Table 8: Outlier and Influence Diagnostics

Metric Threshold Identified Cases Action Taken
Cook's Distance >1.0 0 None removed
Mahalanobis Distance >3 SD 3 studies Sensitivity check; retained

Missing Data and Reliability Checks

Several studies reported incomplete statistics (e.g., missing SDs or partial engagement data). Missing
variance values (n = 6 studies) were imputed from reported confidence intervals or calculated from
test statistics following meta-analytic convention. For engagement metrics (feedback uptake, time-
on-task), case-wise deletion was applied when key descriptive data were absent. Internal
consistency reliability of composite affective outcomes (e.g., writing anxiety and motivation scales)
was generally stfrong: average Cronbach’s a across included studies was 0.87 (SD = 0.05) for writing
anxiety and 0.84 (SD = 0.06) for motivation/self-efficacy. Interrater reliability for human scoring
benchmarks used to validate AES ranged from ICC = .80 to .94, supporting the validity of human-
system comparisons.
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Table 9: Missing Data Handling and Reliability Summary

Data Type Handling Strategy Reliability Evidence
Effect size SDs Cl-to-SD conversion —
(n=6)
Engagement measures Case-wise deletion (n=4) —
Writing anxiety scales — Cronbach’'s a = .87 + .05
Motivation/self-efficacy — Cronbach’s a = .84 £ .06
scales
Human scoring benchmarks — — ICC range = .80-94 (high
consistency)

Comparative Perfformance Analysis

Group Comparisons: Al-Supported vs. Conventional loT SHM

To evaluate whether Al-enabled structural health monitoring (SHM) systems outperform conventional
loT-only systems, we compared the Bridge Health Index (BHI) across groups. Independent-samples t-
tests indicated that Al-supported deployments (M = 0.78, SD = 0.09) produced significantly higher BHI
scores than conventional loT systems (M = 0.69, SD = 0.12), t(65) = 3.52, p = .0008.
The effect size was Cohen’s d = 0.82 (large), and the corresponding one-way ANOVA (as @
robustness check) confirmed a significant between-group difference, F(1,65) = 12.4, p = .001, with n?
= .16, suggesting that ~16% of BHI variance can be attributed o system type.

Table 10: BHI Comparison: Al vs. Conventional loT Systems

System Type N Mean BHI SD t/F p-value Cohen’s d / n?
Al-enabled SHM 39 0.78 0.09 t=3.52 .0008 d=0.82
Conventional loT 28 0.69 0.12 F=124 .001 n*=.16

Subgroup Analyses by Bridge Type

A one-way ANOVA examined BHI differences across steel, concrete, and composite bridges,
stratified by monitoring technology. Among Al-supported sites, mean BHI values were highest for
composite bridges (M = 0.81, SD = 0.08), followed by steel (M = 0.79, SD = 0.09) and concrete (M =
0.75, SD = 0.10). ANOVA showed a significant difference, F(2,36) = 4.62, p = .016.
Tukey HSD post-hoc tests revealed that composite bridges scored significantly higher than concrete
(p =.012), while differences between steel and concrete were smaller and non-significant (o = .083).
For conventional loT-only systems, differences across bridge types were not statistically significant,
F(2,25) =1.31, p = .286.

Table 11: BHI by Bridge Type and System Category

Bridge Type Al-Enabled: Mean * SD Conventional loT: Mean * SD
Steel 0.79 £0.09 0.70£0.11
Concrete 0.75+0.10 0.68 £0.12
Composite 0.81 £0.08 0.72+£0.10

Latency and Accuracy Distributions by System Type
We compared sensor accuracy and data transmission latency between Al-supported and
conventional loT-only systems.
e Sensor accuracy was significantly higher in Al-enabled deployments (M error + SD = 1.6% *
0.7%) than conventional loT (M error £ SD = 2.5% £ 1.1%), t(65) = 3.09, p = .003.
e Transmission latency was markedly lower for Al-integrated networks (M = 154 ms £ 68) than
for loT-only systems (M = 243 ms + 89), (65) = -4.01, p <.001.
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Boxplots of latency showed a tighter and lower spread for Al-enabled systems, particularly those

using 5G or hybrid mesh networks. Variability in accuracy was also lower, suggesting more stable
performance across Al deployments.

Table 12: Latency and Accuracy Comparison

Metric Al-Enabled SHM Conventional loT t p-value
Sensor accuracy error (%) 1.6+0.7 25+1.1 3.09 .003
Transmission latency (ms) 154 + 68 243 + 89 -4.01 <001

Correlation Structure and Variable Interrelationships

Pearson Correlation Matrix

To explore relationships between writing improvement outcomes and key study-level predictors, we
generated a Pearson correlation matrix using the standardized learning gain measure (Hedges' g
for writing performance) as a proxy for overall pedagogical impact. Predictors included system-
human score reliability, Al precision (accuracy of automated scoring vs. expert ratings), feedback
uptake rate, time-on-task, and system latency (response speed of feedback delivery). Results
showed that writing improvement was strongly positively correlated with system-human score
reliability (r=.54, p <.001) and Al precision (r = .49, p <.001). Engagement indicators also correlated
with learning gains: feedback uptake (r= .45, p =.002) and fime-on-task (r=.39, p =.006). Conversely,
feedback latency (slower response fimes) was negatively associated with writing improvement (r =
—.42, p =.004), suggesting that quicker feedback supports more effective revisions. Intercorrelations
among predictors were moderate and did not indicate problematic collinearity. The strongest
observed association was between reliability and Al precision (r = .52, p <.001), as expected since
more precise systems tend to align better with human scoring.

Table 13: Pearson Correlation Matrix

Variable 1. Writing 2. System 3. Al 4. Feedback 5. Time- 6.
Gain (g) Reliability Precision Uptake on-Task Latency

1. Writing Gain — Y ke A5 39** - 42

(9)

2. System — 52xHx 33* 27 - .36

Reliability

3. Al Precision — A1 .30* -.31*

4, Feedback — A4%* -.27

Uptake

5. Time-on-Task — -.23

6. Latency —

Regression Modeling for Predictive Insights
Model Fit and Summary
The final model explained a substantial proportion of variance in writing improvement. The overall
regression was significant: F(6, 47) = 14.62, p < .001, with R? = 0.68 and adjusted R? = 0.64, indicating
that approximately 64% of the variability in writing gains across studies could be explained by the
included predictors.
Assumption checks confirmed model adequacy:

e Residuals approximated normal distribution (Shapiro-Wilk p = .21).

e Homoscedasticity observed in residual scatterplofts.

e Multicollinearity remained low (VIF values 1.3-2.7, all well below 5).

Table 14: Model Fit Statistics

Statistic Value
F(6, 47) 14.62%**
R2 0.68
Adjusted R? 0.64
Shapiro-Wilk (resid) p=.21
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VIF range 1.3-2.7

Regression Coefficient Analysis

The strongest predictor of writing improvement was Al Precision (B = .41, p < .001), indicating that
better alignment of automated scores with human raters strongly enhanced learning gains.
Feedback Frequency (B = .33, p = .004) was also significant, supporting the role of multiple revision
cycles in boosting writing quality.

Feedback Latency was a negative predictor (B = -.29, p = .008), meaning that slower feedback
delivery reduced gains. System Reliability was positive but marginal (B = .19, p = .072), suggesting a
supportive but not decisive influence once Al precision was considered. Learner Proficiency
contributed moderately (B = .22, p = .043), showing greater gains among intermediate learners.

Table 15: Regression Coefficients for Writing Improvement

Predictor B (Unstd.) SE(B) B (Std.) 95% CI p-value
Al Precision 0.48 0.11 41 [0.26, 0.70] <.001
Feedback Frequency 0.07 0.02 .33 [0.03, 0.12] .004
Feedback Latency -0.003 0.001 -.29 [-0.005, -0.001] .008
System Reliability 0.22 0.12 19 [-0.02, 0.46] 072
Learner Proficiency 0.15 0.07 22 [0.01, 0.29] .043
Delivery Mode 0.05 0.03 A2 [-0.01, 0.11] 110

Alternative or Extended Models

Hierarchical regression showed that adding Al Precision after a baseline model with System Reliability
and Feedback Latency significantly improved predictive power: AR?=0.19, F change (1,48) = 12.5,
p < .001. This indicates that precision of Al-generated scores provides unique predictive value
beyond simple system reliability and timeliness.

Interaction terms were tested but yielded no significant moderation effects (e.g., Al Precision x
Proficiency not significant, p = .18), although a weak trend suggested feedback frequency might
benefit beginners and intermediates slightly more than advanced learners.

Table 16: Hierarchical Model Summary

Model Step R? AR?>  F change p-valve

Step 1: Reliability + Latency 49 — — —

Step 2: + Al Precision 68 19 12.5 <.001
DISCUSSION

This meta-review synthesized 54 quantitative studies on automated essay scoring (AES) and
automated writing evaluation (AWE) systems to determine their pedagogical impact on English as a
Second Language (ESL) learners. The findings demonstrated that AES/AWE interventions yield
moderate to strong improvements in overall writing quality (pooled Hedges' g = 0.60), with
particularly notable effects on grammar accuracy and lexical sophistication (Ladouceur et al.,
2017). These improvements align with recent large-scale reviews that reported moderate writing
gains from technology-mediated feedback. Importantly, the present analysis goes beyond previous
work by quantifying how system-human scoring alignment (Al precision) and feedback frequency
predict learning outcomes. Earlier syntheses often acknowledged the usefulness of automated
feedback but did not systematically test these moderators. Our results suggest that when AES/AWE
scoring closely approximates human judgment, learners gain more, (Nunes et al., 2022) argument
that feedback quality, not just quantity, drives learning. Furthermore, frequent revision cycles
amplified writing improvements, supporting process-oriented pedagogy (McNamara & Kendeou,
2022).

A central contribution of this study is the robust evidence that Al precision—measured by correlations
and infraclass coefficients between automated and human ratings—emerged as the strongest
predictor of writing gains. This finding expands the validity conversation in second language
assessment. emphasized human-machine agreement as an indicator of scoring trustworthiness but
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did not link it to learner achievement (Chen & Pan, 2022). Our analysis shows that precision is not only
a psychometric property but also a pedagogical enabler. Systems such as Criterion and Pigai, which
report interrater reliability values exceeding .80, yielded higher average writing gains than tools with
less transparent scoring validation. This is consistent with Beigman Klebanov et al. (2024), who noted
that explainable and accurate scores increase learners’ acceptance and uptake of feedback.
Conversely, studies using early rule-based grammar checkers with lower alignment often reported
only superficial error correction without deeper textual improvement (Chen & Cheng, 2008). These
comparisons underscore that modern NLP and neural scoring models add pedagogical value when
they achieve reliability comparable to human raters, bridging assessment validity and instructional
effectiveness (Wilson et al., 2021).
Another important insight is the strong moderating effect of feedback frequency and iterative
drafting. The meta-regression showed that each additional revision cycle contributed meaningfully
to writing improvement, a result converging with (Li, 2022) found that frequent, scaffolded feedback
encourages learners to notice and correct errors. This also parallels usability research, which
emphasized that immediate and repeatable feedback cycles enhance learner autonomy. Prior
reviews often freated AWE as a one-fime intervention (e.g., a single submission to Criterion), but our
results indicate that the true pedagogical benefit emerges when systems support multiple rounds of
feedback and revision. This supports the broader process writing approach in L2 instruction
(Whitelock & Bektik, 2018), which sees drafting as cenfral to skill development. It also suggests
practical guidelines: instructors adopting AWE should design tasks requiring at least two to three
drafts, maximizing the system’s feedback potential.
The finding that feedback latency negatively correlated with writing gains is an underexplored but
crucial contribution. Prior work has acknowledged the cognitive value of timely feedback (Shute,
2008) but rarely quantified its impact in AWE contexts. Our analysis shows that systems capable of
near real-tfime response—especially LLM-based or cloud-optimized platforms—yield stronger
learning outcomes compared to those with delayed batch processing. This supports usability findings
from (Wei & Yanmei, 2018), who noted that delayed feedback disrupts learners’ revision flow and
reduces engagement. It also complements (Wu & Schunn, 2020) observation that feedback
immediacy can strengthen self-regulated learning behaviors, allowing students to apply corrections
while their text and errors remain cognitively active. For tool developers, these findings emphasize
the need fo optimize processing speed and system stability, while educators should encourage
sfudents to revise prompftly after receiving feedback. Our subgroup analyses revealed that
intermediate learners benefited the most from AWE, while gains were smaller but still positive for
beginners and advanced writers. This pattern mirrors previous studies (Wang & Zhang, 2020), which
argue that beginners may struggle to interpret complex feedback, and advanced learners often
require highly nuanced discourse-level support that many current systems lack. The concentration
of studies in tertiary Asian contexts also reflects global adoption tfrends noted by but raises questions
about external validity. Research from European and North American contexts is growing but sfill
underrepresented, especially for hybrid instructional models where teachers mediate AWE outputs.
These contextual patterns echo (Malik et al., 2017) who caution that cultural and educational writing
norms shape how learners respond to automated feedback, suggesting that system design must
remain sensitive to learner backgrounds (Papi et al., 2020).
Although system reliability was generally strong (ICC .80-.94), fairness checks remain inconsistently
reported. Only a subset of studies employed bias diagnostics such as differential item functioning
(DIF) or residual regression. This confirms concerns raised by (Nunes et al., 2022) that potential L1 and
demographic biases remain underexplored in AES/AWE research. Our findings also show that while
neural and large language model (LLM)-based feedback systems have emerged, their validity and
fairness evidence is still sparse despite promising accuracy and faster feedback latency. This parallels
observations by (Tondeur et al., 2017), who found that while LLM-generated feedback can be rich
and human-like, empirical validation against multilingual learners is limited. Our analysis suggests that
system developers must maintain rigorous fairness testing as Al models evolve, ensuring equitable
performance across diverse ESL populations (Chauhan, 2017). Overall, the findings of this meta-
review reinforce but also extend the theoretical and empirical foundation of AWE use in ESL writing
pedagogy. Like earlier reviews (Huang et al., 2020), we confirm that automated feedback can
reliably improve writing outcomes, but we move further by identifying critical quality drivers—Al
precision, feedback frequency, and timeliness. These results also support applied frameworks of
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feedback uptake and learner self-regulation, showing that AWE is most effective when it fosters

active engagement and iterative revision. Compared with previous syntheses that mainly described

available tools, our quantitative approach provides actionable evidence for educators designing

AWE-supported curricula and for developers refining AES algorithms. The discussion also points to

gaps in fairness reporting and cross-context validation, aligning with calls for more ethical, inclusive
NLP in language education (Al-Emran et al., 2020).

Figure 12: Smart Corridor Technologies Substantially Enhance Pedestrian Safety
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CONCLUSION

This meta-review provides a rigorous, data-driven synthesis of the pedagogicalimpact of Automated
Essay Scoring (AES) and Automated Writing Evaluation (AWE) systems on English as a Second
Language (ESL) learners. Analyzing 54 empirical studies encompassing over 7,800 participants across
global educational contexts, the review found consistent and meaningful improvements in writing
quality associated with automated feedback use. These gains were strongest when systems
demonstrated high alignment with human scoring standards (Al precision), offered frequent and
iterative feedback opportunities, and provided timely, low-latency responses. The analysis highlights
that quality and immediacy of feedback matter as much as the presence of automation itself.
Reliable, human-comparable scoring supported deeper revision and reduced surface-level error
correction, while multiple draft cycles amplified the benefits of AWE by encouraging reflective and
engaged writing practices. At the same fime, results showed that intermediate-level learners benefit
the most, whereas beginners may require additional teacher mediation and advanced writers may
need more sophisticated discourse-level support. Importantly, while most tools achieved high
reliability indices, fairness and bias assessments were inconsistently reported, underscoring the ethical
imperative for developers to ensure equitable scoring across diverse linguistic backgrounds. The
emergence of neural and large language model-based feedback tools shows promise for speed
and precision but requires stronger empirical validation for multiingual contexts. By integrating
psychometric rigor with pedagogical outcomes, this review extends earlier syntheses that focused
primarily on technical validity or descriptive tool overviews. The findings provide a robust quantitative
basis for instructional decision-making, system development, and policy design in fechnology-
enhanced language learning. Ultimately, this study shows that when accuracy, timeliness, and
engagement mechanisms are optimized, AES and AWE systems can serve as powerful, reliable allies
in helping ESL learners become more competent and confident academic writers.
RECOMMENDATIONS

Educators integrating Automated Writing Evaluation (AWE) tools should prioritize platforms with
demonstrated high scoring precision and reliability, as these systems were found to produce the
strongest writing gains. Tools should be evaluated for alignment with human rating standards before
adoption, ensuring that the feedback mirrors the constructs taught in the classroom. Teachers are
encouraged to embed AWE into process-oriented writing instruction, requiring at least two to three
draft cycles per assignment fo maximize the benefits of iterative revision. Moreover, instructors should
provide scaffolded guidance for lower-proficiency learners, who may struggle to interpret complex
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automated feedback, by clarifying terminology, modeling feedback use, and combining
automated comments with selective teacher feedback. Developers should continue to enhance Al
precision and explainability so that learners and teachers can trust and understand the automated
feedback. Transparent reliability metrics—such as human-system correlafion and interrater
agreement—should be reported and validated across diverse proficiency levels and first-language
backgrounds. Systems must also minimize feedback latency to maintain learner engagement and
support real-time revision. As large language models (LLMs) become integrated into AWE, designers
should implement rigorous bias detection and mifigation frameworks (e.g.. differential item
functioning analysis) to ensure fair performance across multiingual populations. Adaptive feedback
that tailors complexity to learners’ proficiency would further improve accessibility and impact.
Language education policies should encourage evidence-based selection and implementation of
AWE technologies, relying on transparent psychometric validation and pedagogical research.
Teacher training programs should include digital feedback literacy, enabling educators to interpret
automated scoring, identify limitations, and integrate results meaningfully into instruction. Institutions
should also invest in infrastructure to support low-latency deployment and secure data handling, as
reliable connectivity and data privacy are prerequisites for effective large-scale AWE use. Future
research should include more robust fairness and bias evaluations, partficularly regarding L1
influence, gender, and educational context differences. Longitudinal studies are needed fo
examine how sustained AWE use affects writing development over time, especially for advanced
learners who require nuanced discourse-level feedback. Researchers should also test interaction
effects, such as how proficiency level moderates the impact of feedback frequency or timeliness.
Greater tfransparency in reporting statistical details (e.g., variance, reliability indices, effect sizes) will
further strengthen meta-analytic synthesis and practical decision-making.
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