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Abstract 
This study addresses the problem that fraud detection in procurement and international trade workflows often 
depends on rule-based checks and fragmented records, weakening detection and investigation prioritization. The 
purpose was to quantify how statistical modeling techniques relate to fraud detection effectiveness in enterprise 
case environments. Using a quantitative cross sectional, case-based design, 220 usable survey responses were 
retained after screening (12 removed from 232; item missingness 1.6%), covering procurement (n=108, 49.1%), 
international trade (n=92, 41.8%), and hybrid exposure (n=20, 9.1%). Key variables were descriptive analytics 
use (DAU), correlation-based screening (CBS), regression modeling practice (RMP), data readiness (DR), 
process control context (PCC), and fraud detection effectiveness (FDE), measured as 1–5 Likert composites with 
strong internal consistency (α=.81–.88). The analysis plan applied descriptive statistics, reliability testing, 
Pearson correlations, and multiple regression predicting FDE from DAU, CBS, RMP, DR, and PCC with 
controls. Respondents reported moderate to high adoption (DAU M=3.92, CBS M=3.71, RMP M=3.54) and 
relatively high effectiveness (FDE M=3.84). FDE correlated with DAU (r=.52), CBS (r=.45), and RMP (r=.49), 
all p<.001. In regression, the model was significant (R²=.48; F (7,212) =27.61, p<.001) and showed that DAU 
(β=.24, p<.001), CBS (β=.15, p=.017), RMP (β=.21, p=.001), DR (β=.18, p=.003), and PCC (β=.17, p=.004) 
each contributed uniquely to FDE. Subgroup models indicated procurement emphasized descriptive monitoring 
and controls (R²=.51) while trade emphasized regression scoring and data readiness (R²=.44). Implications are 
that fraud programs should implement layered, interpretable analytics and invest in data readiness and process 
controls to translate modeling capability into detection gains. 
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INTRODUCTION 
Fraud detection refers to the systematic identification of intentional misrepresentation or deception that 
produces unlawful gain or avoids lawful obligations within organizational or regulatory systems, and 
statistical modeling techniques refer to quantitative methods that summarize, associate, and explain 
observed patterns in data using measures such as central tendency and dispersion, correlation 
coefficients, and regression models. In procurement systems, fraud commonly appears as bid rigging, 
conflict-of-interest–driven favoritism, invoice manipulation, and contract steering that distorts 
competition and reallocates public or corporate funds (Fazekas et al., 2016). In international trade 
systems, fraud and irregularity often appear through customs-related deception and trade 
misinvoicing, including the intentional misstatement of price, quantity, or product classification that 
alters duties, taxes, and compliance outcomes (Arfan et al., 2021; de Boyrie et al., 2005). A closely linked 
concept is trade-based money laundering (TBML), which involves transferring value through trade 
transactions by manipulating trade documentation and settlement structures, frequently through 
misrepresentation of the price, quantity, or quality of goods (Naheem, 2015). The international 
significance of these problems is tied to the scale and cross-border interconnectedness of procurement 
markets and trade flows, which create wide surfaces for deception and strong incentives for 
concealment, often in contexts where monitoring resources remain limited relative to transaction 
volume (Vanhoeyveld et al., 2019). Quantitative fraud detection research treats fraud as both an 
information problem and a classification problem, where large transactional datasets contain rare but 
high-impact anomalous events (Abdallah et al., 2016; Jahid, 2021). From this perspective, statistical 
modeling becomes a governance tool because it converts heterogeneous, high-volume administrative 
records into standardized indicators that enable screening, prioritization, and evidentiary comparison 
across organizations and jurisdictions. 
 

Figure 1: Fraud Detection Concepts in Procurement and International Trade Using Statistical 
Modeling 

 

 
 
Procurement fraud and corruption risks are often embedded in the structure of tendering and 
contracting, where information asymmetry between buyers, suppliers, and oversight bodies can create 
repeated opportunities for manipulation. Public procurement contains repeated stages specification, 
advertisement, bidding, evaluation, award, and contract management and each stage generates 
observable signals that can be operationalized as statistical “red flags” for irregularity (Fazekas et al., 
2016). Research using public procurement records demonstrates that rule-compliant documentation 
can coexist with systematically restricted competition, and quantitative indicators constructed from 
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administrative procurement data can differentiate higher-risk contracts from lower-risk contracts at 
scale (Boyrie et al., 2007). Institutional design also shapes exposure to corruption risk through the 
incentives created by transparency rules, publicity requirements, and enforcement credibility, which 
influence how participants adapt bidding or reporting behavior (Coviello & Mariniello, 2014). 
Procurement auctions that delegate key decisions to agents or intermediaries introduce additional 
principal–agent frictions, and auction settings provide measurable outcomes such as bid dispersion, 
participation patterns, and award concentration that lend themselves to regression-based inference 
about irregularity (Dastidar & Mukherjee, 2014; Akbar & Farzana, 2021). Cross-national analyses of 
procurement integrity further emphasize that corruption risk is not purely a firm-level trait but also a 
function of institutional arrangements and bureaucratic organization, which condition whether 
procurement systems select suppliers on merit or on connections (Charron et al., 2017; Reza et al., 2021). 
The empirical literature on procurement-related grand corruption also emphasizes partisan favoritism 
and repeated awarding patterns as measurable pathways through which political alignment can 
influence contracting outcomes (Dávid-Barrett & Fazekas, 2020; Saikat, 2021). Within this domain, 
quantitative modeling contributes not only by identifying anomalies but by establishing consistent 
measurement that supports comparison across contracting authorities, sectors, and periods under 
standardized assumptions (Goodman, 2016; Shaikh & Aditya, 2021). 
International trade and customs systems face fraud risks that derive from high transaction volumes, 
complex product classifications, heterogeneous documentation standards, and multi-actor settlement 
processes that span borders. Trade misinvoicing is commonly conceptualized as intentional 
misstatement of trade values to move capital, reduce duties, or alter recorded financial positions, and 
it is empirically observable through abnormal pricing patterns and systematic discrepancies in reported 
trade values (Homer, 2020; Zobayer, 2021a). Empirical approaches to misinvoicing often rely on 
statistical detection of irregular price distributions, asymmetries between mirror trade records, and 
regression-based associations between misinvoicing patterns and macro-institutional variables such as 
capital account openness, political stability, and corruption indicators (Patnaik et al., 2012; Zobayer, 
2021b). Trade and customs fraud can also operate through tariff evasion, including misclassification 
into lower-tariff categories, which creates measurable behavioral responses to policy structures and 
tariff schedules (Betz, 2019). TBML literature frames trade manipulation as a value-transfer mechanism 
embedded within legitimate trade processes, where documentation and pricing provide channels for 
concealment that can align with broader financial crime ecosystems (Arman & Kamrul, 2022; Mesbaul 
& Farabe, 2022; Naheem, 2015). Empirical evidence from Africa-focused studies highlights trade 
misinvoicing as a capital movement channel, linking irregular pricing and reporting to broader 
financial crime risks (Hossain & Milon, 2022; Abdur & Haider, 2022; Ngai et al., 2011). From a 
compliance and enforcement perspective, data mining and statistical learning approaches are framed 
as practical responses to limited inspection capacity, as they help prioritize declarations and 
transactions that are most likely to be non-compliant or fraudulent (Soudijn, 2014). 
Within both procurement and international trade, descriptive statistics, correlation analysis, and 
regression modeling provide a coherent toolkit for turning raw transaction records into interpretable 
evidence. Descriptive statistics establish baseline profiles of typical behavior, including common 
contract values, bidding patterns, supplier concentration metrics, invoice amounts, declared shipment 
values, and duty liabilities, which enables identification of outliers that merit deeper scrutiny (Senn, 
2011). Correlation analysis supports early-stage screening by quantifying association among risk 
indicators, such as relationships between competition measures and repeated award patterns in 
procurement or between tariff changes and misclassification rates in trade contexts, while maintaining 
a clear distinction between association and causation in interpretation (Zdanowicz, 2009). Regression 
modeling adds explanatory structure by estimating how key predictors relate to outcomes of interest 
under controlled conditions, including models that operationalize procurement corruption risk as a 
function of competition constraints, contracting authority behaviors, and supplier concentration (Gao 
& Ye, 2007), or models that relate misinvoicing patterns to institutional and macroeconomic correlates 
(Dastidar & Mukherjee, 2014). Fraud detection research in large transactional systems also frames 
modeling as a classification problem under data imbalance, since fraud cases typically represent a small 
fraction of observations, and model diagnostics therefore matter for trustworthiness and operational 
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usability (Vanhoeyveld et al., 2019). The fraud detection survey literature synthesizes these approaches 
by showing how supervised and unsupervised techniques coexist in practice, with regression-based 
and rule-based scoring often used alongside anomaly detection, depending on data availability and 
labeling quality (Abdallah et al., 2016). 
A recurring challenge in statistically modeling fraud across procurement and trade is the alignment of 
measurement with the operational realities of administrative data. Procurement records often contain 
structured fields that enable consistent measurement of competition and award patterns, yet they also 
contain missing fields, inconsistent vendor naming, and heterogeneous procedural contexts that 
require careful preprocessing before inference (Dastidar & Mukherjee, 2014). Publicity and 
transparency rules shape the observed data-generating process because compliance requirements alter 
how information is recorded and released, and regression discontinuity designs have been used to 
isolate how publicity requirements influence procurement outcomes in contexts where thresholds 
create quasi-experimental variation (Charron et al., 2017). In customs and trade contexts, risk detection 
models face large-scale, high-cardinality features such as product codes, trader identifiers, routing 
combinations, and time-varying regulatory constraints, and the literature highlights methodological 
difficulty in integrating behavioral and high-cardinality features under severe class imbalance 
(Vanhoeyveld et al., 2019). Trade misinvoicing measurement is also sensitive to the structure of 
incentives, including customs duty regimes and broader macroeconomic conditions, and cross-country 
datasets show that misinvoicing correlates with institutional and financial openness variables, 
underscoring the need to treat misinvoicing patterns as context-dependent rather than purely firm-
specific (Patnaik et al., 2012). In TBML scholarship, definitional clarity is treated as a practical 
requirement for data collection and compliance modeling, because ambiguity in what constitutes 
TBML complicates the operationalization of indicators and the construction of comparable datasets 
(Naheem, 2015). Data mining frameworks for anti-money laundering research emphasize the 
importance of systematic data preparation and the integration of domain knowledge into feature 
construction to support robust detection in noisy, high-volume environments (Gao & Ye, 2007). 
Theoretical framing supports statistical modeling by translating fraud mechanisms into measurable 
constructs that can be operationalized in survey instruments and administrative indicators. The fraud 
triangle framework conceptualizes fraud as arising from a combination of pressure, opportunity, and 
rationalization, and systematic synthesis of empirical studies indicates broad support for at least one 
of these components across diverse contexts of financial crime (Homer, 2020). In procurement, 
opportunity can be operationalized through indicators of restricted competition, single bidding, short 
advertisement periods, repeated awards to the same supplier, and fragmented contracting, while 
pressure and rationalization can be proxied through organizational incentives, weak oversight, or 
perceived norms of favoritism that influence participant behavior (Fazekas et al., 2016). In trade 
systems, opportunity is embedded in documentation complexity, valuation discretion, routing opacity, 
and classification rules, and statistical evidence on tariff evasion shows that policy structures can 
generate measurable evasion incentives that align with opportunity-based explanations (Betz, 2019). 
TBML scholarship complements this by framing trade manipulation as a mechanism for moving value 
through legitimate channels, emphasizing how trade documentation provides both the operational 
substrate and the concealment layer that supports laundering activity (Naheem, 2015). Benford’s law 
provides an additional diagnostic lens, where digit distributions are used to screen large numeric 
datasets for irregularities, while methodological discussions stress careful interpretation because 
deviations can arise from legitimate data-generating processes as well as manipulation (Goodman, 
2016). Taken together, these theoretical and diagnostic perspectives support a measurement strategy in 
which survey-based constructs capture human and organizational dimensions of fraud risk while 
statistical indicators from transactional systems capture observed behavioral and structural signals of 
irregularity (Coviello & Mariniello, 2014). 
A central motivation for assessing statistical modeling techniques across procurement and international 
trade systems is that both domains share core fraud mechanics information asymmetry, incentive-
driven misrepresentation, and constrained monitoring capacity while operating under different data 
structures, enforcement architectures, and institutional constraints that shape what “evidence” looks 
like in practice. Procurement datasets often emphasize contracts, tenders, and supplier relationships, 
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making competition and award dynamics central, while trade datasets emphasize declarations, 
valuations, product codes, and routing, making price and classification behaviors central (Senn, 2011). 
The empirical record shows that procurement risk indices can be built from administrative 
procurement data and validated through associations with profitability and political connections, 
indicating that statistical indicators capture meaningful differences in corruption risk across contracts 
and organizations (de Boyrie et al., 2005). Trade misinvoicing research similarly demonstrates that 
statistical patterns in trade values can be linked to macro-institutional correlates and policy incentives, 
indicating that modeling can connect observed irregularities to institutional context under measurable 
assumptions (Patnaik et al., 2012). TBML research adds that value movement through trade 
manipulation interacts with banking compliance needs, which positions statistical screening as a bridge 
between trade documentation and financial crime controls (Naheem, 2015). Survey-based fraud 
detection scholarship reinforces that effective detection in large systems often uses combined 
approaches, where statistical modeling supports prioritization and structured interpretation rather 
than serving as a standalone proof of wrongdoing (Abdallah et al., 2016). Within this integrated view, 
descriptive statistics support transparent characterization of samples and case contexts, correlation 
analysis supports structured assessment of relationships among predictors, and regression modeling 
supports formal testing of hypothesized associations between fraud-related constructs and outcome 
measures, under the interpretive boundaries that distinguish association from causation in cross-
sectional designs (Senn, 2011). 
The purpose of this study is to assess, in a structured and measurable way, how statistical modeling 
techniques contribute to fraud detection across procurement and international trade systems, using a 
quantitative, cross-sectional, case-study–based research design. The first objective is to identify and 
organize the most salient fraud risk indicators observable in procurement and trade processes, with 
emphasis on indicators that can be consistently measured from organizational records and practitioner 
responses, such as irregular bidding patterns, supplier concentration, invoice inconsistencies, 
documentation anomalies, unusual price/value declarations, and classification-related irregularities. 
The second objective is to operationalize these indicators into survey-based constructs using a five-
point Likert scale, ensuring that each construct captures a specific dimension of fraud detection practice 
and perceived detection effectiveness within the case context, including the extent of statistical 
monitoring, the clarity and consistency of data capture, and the perceived usefulness of descriptive 
profiles, correlation-based screening, and regression-based scoring in identifying suspicious 
transactions. The third objective is to quantify the relationships among the study variables by applying 
descriptive statistics to summarize respondent and case characteristics, correlation analysis to examine 
the direction and strength of associations among key indicators and modeling practices, and regression 
modeling to estimate the predictive contribution of statistical techniques to fraud detection 
effectiveness while accounting for relevant organizational and operational factors within the case 
setting. The fourth objective is to test the study’s hypotheses through statistically interpretable 
evidence, producing clear decisions on whether the proposed relationships are supported within the 
observed data and how strongly each predictor contributes to the modeled outcome. The fifth objective 
is to compare procurement and international trade contexts within the same analytical framework in 
order to determine whether statistical modeling techniques demonstrate similar patterns of association 
and predictive power across the two domains or whether domain-specific differences emerge due to 
distinct data structures, workflow characteristics, and compliance environments. The final objective is 
to ensure analytical trustworthiness by applying transparent data screening, reliability checks, and 
model diagnostics, so that the reported results reflect consistent measurement, stable estimation, and 
reproducible statistical interpretation within the limits of a cross-sectional survey and case-study 
setting. 
LITERATURE REVIEW 
The literature on fraud detection across procurement and international trade systems converges on the 
idea that fraud is sustained by information asymmetry, process complexity, and constrained oversight 
capacity, while the observable traces of fraud are often embedded in routine administrative and 
transactional data. In procurement, scholarly work commonly frames fraud as a distortion of 
competitive contracting through practices such as collusion, bid manipulation, favoritism, and invoice 
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irregularities, emphasizing that these behaviors can be reflected in measurable patterns such as 
repeated award concentration, abnormal bidding dynamics, and deviations in contract execution 
records. In international trade, the literature conceptualizes fraud through customs and compliance 
violations such as misinvoicing, tariff evasion, misclassification, falsified origin claims, and 
documentation manipulation, recognizing that trade flows generate large volumes of structured 
declarations that can hide irregular behavior in pricing, product coding, shipment routing, and 
settlement practices. Across both domains, researchers increasingly treat fraud detection as an analytic 
decision problem: organizations must prioritize limited investigative resources by identifying 
transactions or actors with elevated risk, using indicators that are interpretable, scalable, and 
defensible. Statistical modeling techniques occupy a central role in this body of work because they 
provide a transparent pathway from raw data to evidence through systematic description of 
distributions, quantification of associations, and estimation of predictive relationships. Within this 
perspective, descriptive statistics are used to establish baselines and highlight anomalies, correlation 
analysis supports the identification of linked risk signals that tend to co-occur, and regression modeling 
allows researchers to formalize how multiple predictors jointly relate to fraud detection outcomes 
under controlled conditions. The literature also stresses that the credibility of findings depends on 
measurement quality and analytic rigor, including clear operational definitions of fraud-related 
constructs, careful instrument design when survey data are used, and diagnostic checks that support 
trustworthy inference. Moreover, comparative work highlights that procurement and trade systems 
differ in data structure, regulatory pressure, and operational workflows, which may influence the 
relative usefulness of specific statistical techniques and the stability of modeled relationships across 
contexts. Building on these strands, the present review synthesizes studies that (i) document fraud 
mechanisms and risk indicators in procurement and trade, (ii) evaluate statistical and data-driven 
techniques for detecting irregular behavior, and (iii) propose theoretical and conceptual lenses that 
connect fraud drivers to measurable variables suitable for hypothesis testing within quantitative, cross-
sectional research designs. 
Procurement-System Fraud Patterns  
Public procurement refers to the structured process through which public bodies and large 
organizations define requirements, solicit bids, evaluate offers, award contracts, and supervise delivery 
and payment. Procurement fraud can be framed as deliberate misrepresentation, concealment, or 
manipulation of facts and procedures to secure an improper advantage, and it commonly appears as 
bid rigging, kickbacks, undisclosed conflicts of interest, falsified documentation, collusive 
subcontracting, inflated quantities, and product or service substitution. Vulnerability is amplified 
because procurement decisions combine discretion with large monetary values, time pressure, and 
information asymmetries between buyers and suppliers. Risk therefore accumulates across the full 
procurement cycle: needs assessment can be distorted to fit a preferred vendor; specifications can be 
written to exclude competitors; evaluation criteria can be altered or inconsistently applied; and contract 
management can be exploited through change orders, weak inspection, or split invoicing. For empirical 
fraud detection, this cycle matters because observable “traces” differ by stage, so measurement requires 
indicators that are both theoretically plausible and practically observable in administrative records. A 
key methodological concern is that many proposed red flags are derived from known corruption cases, 
which risks overfitting indicators to atypical investigations and weakening generalizability. Evidence 
that uses balanced samples of corrupt and non-corrupt procurements suggests that only a subset of 
commonly cited indicators reliably distinguishes problematic awards, while combinations of indicators 
can substantially improve predictive accuracy and reduce false alarms when compared with single-
indicator screening (Ferwerda et al., 2017). In practical terms, procurement fraud leaves signals such as 
unusually low bidder participation, recurrent winning by the same firm, large post-award price 
revisions, compressed submission timelines, or repeated deviations from benchmark prices for 
comparable lots. These signals can be translated into measurable variables for correlation and 
regression analysis, and they can also inform survey items capturing perceived opacity and procedural 
shortcuts in purchasing. 
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Figure 2: Conceptual Mapping of Procurement Fraud Signals and Control Mechanisms 
 

 
 
Transparency, however, is not a single intervention; it covers what information is disclosed, when it is 
disclosed in the procurement timeline, and to whom it is practically accessible. This matters because 
different audiences possess different capabilities for monitoring. Potential bidders and incumbent 
suppliers often have the strongest technical knowledge to detect specification manipulation, 
discriminatory evaluation, or implausible award decisions, while citizens and journalists may be better 
positioned to sanction patterns that persist across organizations or sectors. Empirical evidence using 
large-scale contract data indicates that higher tender transparency is associated with lower corruption 
risk proxies, and that the timing of disclosure is decisive. When key information is published before 
award such as selection criteria, tender documents, deadlines, and channels for clarification more firms 
can participate and scrutinize the process in real time, increasing the likelihood that irregularities are 
detected or deterred. By contrast, disclosure that occurs mainly after award can improve ex post 
accountability but may be less effective at preventing manipulation embedded in the tender design. 
Using millions of contracts, findings show that overall transparency reduces single-bidding and related 
risk indicators, with ex ante transparency driving most of the observed effect (Bauhr et al., 2020). For 
cross-sectional case-study research, this distinction supports separating procedural transparency 
constructs from outcome constructs, and it motivates models in which transparency is treated as a 
predictor of fraud-detection effectiveness rather than a descriptive background feature. Accordingly, 
survey items can capture pre-award disclosure quality, complaint channels, and data access across 
procurement and trade units. 
The procurement literature also emphasizes that monitoring intensity and process digitalization can 
change fraud incentives in ways that are observable in administrative outcomes and measurable in 
statistical models. Deterrence-based logic predicts that when the perceived probability of detection and 
sanction rises, officials and suppliers reduce opportunistic behavior or shift toward less visible forms 
of manipulation. In a randomized policy evaluation in Brazil, a temporary increase in audit risk 
reduced the share of audited resources tied to irregular procurement processes, illustrating that 
credible oversight can curb rent extraction even when underlying market conditions remain constant 
(Zamboni & Litschig, 2018). Complementing audit-based control, e-procurement systems aim to reduce 
information asymmetry and discretion by standardizing workflows, expanding traceability, and 
widening access to tender information. Survey-based evidence from Nepal shows that bidder 
willingness to adopt public e-procurement is linked to perceptions of reduced monopoly power and 
improved transparency and accountability, suggesting that anti-corruption value is not only technical 
but also behavioral, shaped by user trust in the platform and rules (Neupane et al., 2014). Finally, 
procurement fraud often operates through collusion among bidders, making bid-rigging detection 
crucial for statistical screening. Research on descriptive “screens” demonstrates that collusion can alter 
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distributions of submitted bids in systematic ways such as reduced variance, abnormal gaps between 
the first and second bids, and patterns consistent with bid rotation which can be exploited for ex ante 
flagging when richer investigative evidence is unavailable (Imhof, 2020). Taken together, these findings 
justify modeling fraud-detection effectiveness as a function of oversight pressure, digital process 
controls, and collusion signals, aligning with correlation and regression approaches applied to cross-
sectional case data. For this study, these mechanisms motivate testing whether perceived transparency 
and audit risk predict statistical monitoring practices, and whether effects differ between procurement 
operations and international trade documentation, controlling for size and experience, staff tenure. 
Fraud Typologies in International Trade Systems 
International trade systems create distinctive opportunities for fraud because the movement of goods 
is mediated by declarations that translate physical shipments into numbers used for duties, taxes, 
quotas, and compliance decisions. In customs environments, fraudulent behavior commonly targets 
the “information layer” of trade invoice value, quantity, product description, Harmonized System (HS) 
classification, origin, and routing because manipulating these fields can reduce payable duties or alter 
the likelihood of inspection. Typical schemes include undervaluation (to reduce ad valorem tariffs), 
misclassification into lower-tariff HS codes, quantity underreporting, and strategic product “quality” 
claims that are difficult to verify quickly at the border. Evidence from tariff-evasion research shows 
that these behaviors are not randomly distributed across products; rather, they cluster where price and 
quality are harder to benchmark, enabling greater discretion in valuation and plausibility narratives 
around “true” unit values (Javorcik & Narciso, 2008). This is methodologically important because it 
implies that detection variables must be sensitive to product heterogeneity and market structure, not 
only to headline tariff rates. At the same time, trade-fraud measurement often relies on bilateral 
discrepancies (“mirror gaps”) between exporter- and importer-reported statistics, yet the reliability of 
those gaps depends on assumptions about data integrity on both sides of the border. Work critiquing 
standard mirror-statistics approaches demonstrates that partner-country data can also embed 
misreporting, which can bias estimates of misinvoicing and create false confidence in single-source 
discrepancy measures (Hong & Pak, 2017). Together, these insights justify why trade-fraud detection 
frameworks typically require multi-indicator modeling, careful controls for product/category effects, 
and explicit treatment of reporting noise when trade data are used as the foundation for statistical risk 
scoring. 
A second set of trade-fraud mechanisms emerges from how border institutions implement policy and 
how firms adapt strategically to administrative triggers. Customs regimes frequently use reference 
prices, surveillance lists, selectivity rules, and post-clearance audits that activate when a declaration 
falls below (or sometimes above) a benchmark, when price dispersion appears “abnormal,” or when 
specific HS codes are flagged. These institutional designs can unintentionally encourage behavior that 
looks counterintuitive from a simple “minimize declared value” perspective. For instance, when 
surveillance procedures are applied to goods declared under a reference price, importers may respond 
by over-invoicing to avoid the procedural burden, producing a distortion that is still fraudulent but in 
the opposite direction of classic undervaluation (Aktaş et al., 2014). This highlights a key implication 
for empirical modeling: suspicious declarations may appear as both lower-tail and upper-tail anomalies 
depending on the enforcement rule being gamed. Institutional reforms can also reallocate evasion 
across channels rather than eliminating it. Evidence from WTO accession contexts suggests that 
tightening discretion in one margin (such as customs valuation practices) can reduce a particular 
evasion strategy while shifting activity into alternative mechanisms that remain feasible under the new 
rules (Javorcik & Narciso, 2017). For cross-domain studies that compare procurement fraud and trade 
fraud, this matters because the “observable signature” of fraud is partially a product of governance 
design. In statistical terms, the same latent intent (to evade duties or bypass scrutiny) can manifest as 
different measurable patterns across periods, agencies, or control regimes. Therefore, a credible 
international-trade fraud framework typically links fraud typologies to the specific compliance controls 
in force, and it treats enforcement thresholds as structural features that shape the distribution of 
declared prices, quantities, and anomaly types. 
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Figure 3: Trade Fraud Typologies, Institutional Controls, and Detection Approaches 
 

 
 
One promising direction is the use of numerical forensics to detect manipulation signatures in trade 
values, especially when an exogenous policy change alters evasion incentives and should therefore 
generate detectable distributional breaks. Empirical work applying Benford-style logic to trade and 
border-tax settings shows that trade values can exhibit predictable leading-digit patterns absent 
manipulation, while shifts in evasion incentives can produce systematic deviations that help target 
scrutiny (Demir & Javorcik, 2020). For quantitative case-study designs, this supports a results strategy 
that triangulates findings across (a) conventional econometric relationships (e.g., tariff-rate or control-
trigger exposure linked to anomalies), (b) distributional diagnostics (digit tests, tail-risk indicators, and 
variance shifts), and (c) model diagnostics that distinguish genuine market-price volatility from 
reporting manipulation. Conceptually, these approaches strengthen trustworthiness because they 
reduce dependence on any single proxy (such as mirror gaps alone), and they align with practical 
enforcement realities in which high-risk flags must be defensible, explainable, and consistent across 
heterogeneous product categories and trading relationships. 
Data Sources and Fraud-Risk Indicator Engineering 
Public-sector procurement and cross-border trade both generate high-volume administrative records, 
which makes them attractive domains for statistically grounded fraud detection, yet the quality and 
structure of these records determine what can be measured and how defensible the resulting indicators 
are. In procurement, a core idea is to treat fraud risk as a pattern of observable process distortions 
restricted competition, opaque procedures, abnormal timing, and unusual buyer–supplier dependence 
and to translate those distortions into contract-level variables that can be aggregated into supplier, 
buyer, sector, or case-study profiles. 
Competition-based signals such as single bidding, non-open procedures, and short advertisement 
windows are particularly useful because they can be computed consistently from e-procurement 
platforms and tender portals, enabling cross-case comparisons when harmonized coding rules are 
applied. Work using millions of contract records demonstrates that such “red-flag” features can be 
combined into composite indices that align with widely used governance measures, which supports 
the construct validity of administrative indicators (Fazekas & Kocsis, 2017). At the same time, 
procurement data need careful entity resolution: supplier names, tax IDs, and corporate ownership 
links often change, so de-duplication and matching routines become part of measurement rather than 
a purely technical step. A complementary lesson from objective corruption measurement is that 
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indicator credibility improves when it is anchored to observable outputs, such as discrepancies between 
physical infrastructure and spending totals, which illustrates how administrative data can be used to 
infer hidden diversion mechanisms (Golden & Picci, 2005). For fraud models, this implies that 
procurement indicators should be documented as reproducible transformations from raw fields, with 
explicit handling of missingness, extreme values, and jurisdiction-specific reporting rules. In addition, 
temporal sequencing matters: variables derived from pre-award stages (notice, qualification, bidding) 
should be kept distinct from post-award outcomes (price changes, delays, amendments) to avoid 
leaking information and to preserve interpretation in regression. 

 
Figure 4: Data Sources and Fraud-Risk Indicator Construction in Procurement and Trade 

 

 
 
International trade systems offer similarly rich data, but the measurement problem is often more 
complex because the same shipment is described across multiple layers commercial invoices, customs 
declarations, inspection notes, and partner-country trade statistics each with its own error structure. A 
central source for quantitative work is bilateral trade reporting, where imports and exports between a 
country pair are recorded independently; systematic deviations between the two reports can be 
summarized as a reporting gap and used as a proxy for misinvoicing and related fraud. By aggregating 
across products to annual bilateral totals, researchers show that these gaps move with country 
characteristics beyond simple transport-cost explanations, including tariff levels, auditing standards, 
corruption, and participation in trade agreements, which helps justify the use of gaps as economically 
motivated risk signals (Kellenberg & Levinson, 2019). For case-study designs, this implies that a “trade-
fraud risk” construct can be operationalized through a suite of indicators derived from unit-value 
anomalies (abnormal price per kilogram or per unit), unusual quantity–value combinations, repeated 
amendments to declarations, and persistent partner-country discrepancies for the same HS code and 
trading partner. However, these indicators are sensitive to classification error and product 
heterogeneity, so robust measurement requires trimming outliers, applying product-specific reference 
price bands, and documenting harmonized HS revisions over time. Evidence from tariff reforms in 
India further demonstrates why enforcement context must be embedded into measurement: using 
product- and time-varying tariffs, researchers find a positive elasticity of evasion with respect to tariffs 
and show that stronger enforcement is associated with lower evasion, supporting the interpretation of 
reporting discrepancies as strategic rather than purely clerical noise (Mishra et al., 2008). In practical 
terms, trade indicators should therefore be paired with covariates capturing inspection intensity, 
clearance times, and penalty regimes to separate opportunistic misreporting from capacity constraints. 
This strengthens internal validity across cases. 
Across procurement and trade, the most trustworthy indicators are those that respond predictably to 
incentives and institutional quality, because this provides a validation pathway beyond purely 
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statistical fit. Trade protection studies illustrate this logic by exploiting variation in protection rates 
across products, partners, and time and showing that evasion rises with higher protection while the 
magnitude of the response differs systematically with governance quality; for example, evidence from 
Kenya, Mauritius, and Nigeria links stronger evasion responses to weaker institutions, which supports 
treating evasion-sensitive discrepancies as fraud-relevant constructs rather than random error (Bouët 
& Roy, 2012). For your integrated model, this suggests a measurement strategy in which procurement 
and trade indicators are built on parallel principles: (a) define a manipulation channel (competition 
restriction, mispricing, misclassification), (b) select raw fields that directly encode the channel (number 
of bids, procedure type, unit value, HS code, declared origin), and (c) compute standardized “red-flag” 
variables that can be compared across cases after scale normalization. Trustworthiness is further 
improved by triangulation within each domain: procurement risk scores can be cross-checked against 
contract amendments, delivery delays, and payment irregularities, while trade risk scores can be cross-
checked against repeated declaration adjustments, unusual routing patterns, and persistent partner-
country gaps at stable HS levels. Methodologically, the same data-quality safeguards should be applied 
to both domains: explicit rules for handling missing identifiers, winsorization or robust statistics for 
heavy-tailed monetary variables, and sensitivity tests that re-estimate correlations and regressions 
under alternative indicator definitions. Finally, documenting indicator provenance exact database 
tables, extraction dates, and cleaning steps allows replication and strengthens the credibility of 
quantitative case-study conclusions when combined with transparent hypothesis tests. When survey 
Likert items are used, map each item to an administrative indicator cluster and test convergent validity 
via correlations; consistent directional alignment provides an additional, empirical, domain-spanning 
check on measurement. 
Statistical Modeling Approaches for Fraud Detection  
Fraud detection in procurement and international trade increasingly relies on statistical modeling 
because both domains generate repeated, structured records that can be summarized into stable risk 
signals. A practical starting point is feature construction: transforming raw events into consistent 
measures such as bidder participation, award concentration, contract amendments, unit-value 
dispersion, declaration revisions, and repeated counterparties. Work on transaction aggregation 
clarifies why this step is decisive: presenting isolated, transaction-level observations can miss 
behavioral context, while aggregating over meaningful windows (e.g., recent activity, rolling 
summaries, entity histories) can improve the discriminative value of predictors and reduce 
heterogeneity that otherwise obscures patterns (Whitrow et al., 2009). In procurement and trade 
settings, this supports engineering indicators at multiple levels (transaction, vendor/trader, 
buyer/agency, route/corridor) so that descriptive statistics can establish baselines and identify 
departures from expected ranges. Once indicators are computed, descriptive profiling (means, 
medians, dispersion, skewness, concentration indices, and outlier shares) becomes more than 
“summary reporting”; it functions as the first statistical screen for risk, because many manipulation 
strategies produce distributional fingerprints such as abnormal clustering (few suppliers winning 
repeatedly) or tail behavior (extreme unit values). Comparative evidence from fraud classification 
research further shows that even when advanced algorithms are available, interpretable statistical 
models such as logistic regression remain competitive, particularly when paired with strong feature 
engineering and careful evaluation, reinforcing the value of building models that can be explained and 
audited in institutional contexts (Bhattacharyya et al., 2011). For your study design, this body of work 
motivates aligning the Likert-scale measurement (perceived monitoring intensity, data integrity, and 
detection effectiveness) with engineered indicators so that survey constructs and administrative signals 
reflect the same underlying fraud-risk mechanisms. 
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Figure 5: Statistical Techniques Supporting Fraud Detection and Investigative Prioritization 
 

 
 
After indicators are engineered and screened, regression modeling provides a disciplined way to test 
whether statistical monitoring practices and fraud-risk signals relate to perceived or observed detection 
effectiveness within a cross-sectional case-study design. In your setting, regression can be specified 
with a Likert-based effectiveness construct as the dependent variable, and with predictors representing 
technique usage (descriptive monitoring discipline, correlation-based screening, and regression scoring 
practices), data availability/quality, and domain-specific risk indicators. The rationale is that 
regression allows joint estimation: it evaluates the marginal contribution of each predictor while 
controlling for other factors that co-vary with fraud risk (e.g., organizational size, transaction volume, 
staff experience, or system maturity). Related fraud-detection studies demonstrate that model 
performance and conclusions can shift substantially under different misclassification costs and class-
imbalance ratios, and that relatively simple statistical models can perform strongly under realistic 
imbalance an issue that is highly relevant to procurement and trade because true fraud cases are 
typically rare compared with legitimate ones (Perols, 2011). This evidence supports (i) reporting 
baseline prevalence, (ii) using robust diagnostics and sensitivity checks, and (iii) being explicit about 
what the dependent variable represents (perceived effectiveness vs. confirmed case outcomes). In 
addition, correlation analysis plays a complementary role rather than a redundant one: it reveals how 
risk indicators co-move, helps diagnose multicollinearity before regression, and can provide 
convergent validity checks between survey constructs and engineered administrative indicators. 
Methodologically, the most trustworthy regression results in a fraud context are those accompanied by 
transparent screening (missingness patterns, influential cases, and outlier treatment) and model 
diagnostics (linearity, residual behavior, and stability of coefficients), because these steps limit spurious 
findings that could otherwise arise from heavy-tailed monetary variables and clustered operational 
processes. 
A third methodological strand emphasizes aligning statistical models with operational decision-
making, especially when investigators must act on ranked alerts under capacity constraints. Cost-
sensitive modeling is central here because the best statistical model is not necessarily the one with the 
highest overall accuracy; it is the one that minimizes expected loss and supports defensible 
prioritization. Research that embeds example-dependent costs directly into model construction shows 
that incorporating realistic error costs can produce simpler, more interpretable decision rules while 
improving business-oriented outcomes, which is valuable for compliance environments where 
explanations and audit trails matter (Bahnsen et al., 2015). In procurement and trade, “cost” can be 
conceptualized broadly (financial leakage, reputational damage, regulatory exposure, and enforcement 
effort), so model evaluation should reflect investigation constraints and the consequences of missed 
fraud versus false alarms. Complementary work on cost-sensitive decision trees illustrates how 
integrating cost considerations can change which cases are prioritized and can outperform standard 
approaches when the objective is to maximize savings rather than to optimize generic metrics (Sahin et 
al., 2013). For your study, this literature justifies adding robustness checks in the Results section (e.g., 
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alternative thresholds for classifying “high risk,” re-estimating regressions with and without extreme 
monetary outliers, and comparing procurement vs. trade subsamples) so that findings do not depend 
on a single specification. It also strengthens the logic of your hypotheses: if statistical monitoring is 
implemented with attention to data quality, aggregation, and cost-aware prioritization, then detection 
effectiveness should rise measurably, and the strength of relationships may differ across procurement 
and trade because their data structures and evasion tactics are not identical. 
Fraud Mechanisms to Measurable Construct 
Theoretical grounding is essential for fraud research because it clarifies why fraudulent behavior 
emerges and which observable signals should be interpreted as risk. The most widely used explanatory 
lens is the Fraud Triangle, which conceptualizes fraud as the co-occurrence of pressure (incentive), 
opportunity, and rationalization at the level of individuals and organizations. In procurement and 
international trade systems, these elements translate naturally into institutional realities: pressure can 
reflect performance targets, financial strain, quota constraints, or revenue expectations; opportunity 
emerges from weak controls, complex documentation, limited oversight capacity, and discretionary 
decision points; rationalization is expressed through normalization of rule-bending, perceptions of 
unfairness, or the belief that fraud is victimless in large systems. Contemporary scholarship emphasizes 
that the Fraud Triangle is not only a descriptive story but also a measurement template that can be 
operationalized into constructs suitable for hypothesis testing. For example, work revisiting the triangle 
through offender narratives and organizational culture arguments highlights how corporate norms 
shape opportunity structures and rationalization narratives, reinforcing that fraud drivers can be 
situated within the broader governance environment rather than being treated as purely individual 
traits (Skousen et al., 2009). A complementary theoretical refinement is that fraud frameworks often 
need to incorporate how institutional monitoring practices and compliance architecture shape the 
perceived feasibility of misconduct, particularly in environments characterized by high transaction 
volumes and low inspection rates. This logic fits procurement and trade because both domains involve 
repeated decisions and records that can be examined statistically, and both can exhibit stable “risk 
signatures” when incentives and oversight are structurally misaligned. As a result, the theoretical 
framework for this study treats pressure, opportunity, and rationalization as latent drivers that can be 
measured through Likert-scale survey items and linked to observed or perceived fraud-detection 
effectiveness in a cross-sectional case-study setting.  
 

Figure 6: Fraud Triangle Constructs and Their Statistical Operationalization 
 

 
 
A second theoretical strand strengthens the Fraud Triangle by emphasizing how audit and control 
models can structure human judgment and risk assessment in ways that are empirically testable. 
Research in auditing demonstrates that different fraud models can lead decision-makers to evaluate 
fraud risk factors differently, which supports the methodological position that a framework is not 
merely conceptual; it also shapes detection outcomes through cognition, attention allocation, and 
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evaluation routines (Boyle et al., 2015). This is especially relevant for procurement and trade because 
fraud detection often depends on screening workflows and professional judgments about which 
transactions deserve investigative attention. The theoretical logic therefore supports explicit alignment 
between (a) fraud drivers (pressure–opportunity–rationalization), (b) controls and governance levers 
(monitoring intensity, segregation of duties, transparency, documentation verification), and (c) analytic 
practices (descriptive profiling, correlation screening, regression-based risk scoring). Empirical work 
also shows that the Fraud Triangle can be implemented through proxy variables and evaluated for 
explanatory usefulness when applied to fraud detection contexts, reinforcing the rationale for 
converting theory into measurable predictors rather than treating it as a purely narrative lens (Skousen 
et al., 2009). In this study, these theoretical insights justify an analytical structure in which constructs 
representing pressure/opportunity/rationalization-related conditions are modeled as predictors of 
fraud detection effectiveness, while statistical monitoring practices serve as mechanisms that transform 
raw administrative signals into actionable detection capacity. Finally, theory-informed modeling also 
improves interpretability: when regression coefficients are significant, the interpretation can be 
anchored to the underlying mechanism (e.g., opportunity reduction through control maturity), 
strengthening internal coherence between data and explanation.  
A third theoretical contribution focuses on how fraud frameworks are socially constructed and 
institutionalized, which matters because procurement and trade systems are not static: they embed 
routines, compliance expectations, and accountability narratives that shape how risk is defined and 
acted upon. Scholarship tracing the genealogy of the Fraud Triangle argues that it functions as a 
governance technology that frames fraud risk around individual-centric elements and can narrow 
attention toward certain kinds of explanations while pushing other structural explanations to the 
margins (Morales et al., 2014). This perspective is useful for measurement because it motivates 
transparency about what the study treats as “fraud risk” and why particular indicators are selected. 
For quantitative hypothesis testing, the theory-to-measurement link is operationalized through 
standard statistical expressions aligned to your design. For association testing, Pearson correlation can 
be expressed as 

𝑟 =
∑(𝑥𝑖 − 𝑥̄)(𝑦𝑖 − 𝑦̄)

√∑(𝑥𝑖 − 𝑥̄)2∑(𝑦𝑖 − 𝑦̄)2
 

to evaluate whether fraud-risk drivers and modeling practices move together in the case data. For 
hypothesis testing of predictive contribution, the multiple regression model can be expressed as 

𝑌 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 +⋯+ 𝛽𝑘𝑋𝑘 + 𝜀 
where 𝑌represents fraud detection effectiveness (Likert-scale construct), and 𝑋variables represent 
theoretical drivers (pressure, opportunity, rationalization proxies), statistical monitoring practices, and 
relevant controls. Supporting this measurement logic, fraud theory scholarship in accounting education 
emphasizes that the Fraud Triangle is best treated as one component within a broader fraud-risk 
assessment logic, encouraging integrated models that connect drivers, controls, and detection practices 
(Dorminey et al., 2012). In addition, empirical research operationalizing fraud-triangle attributes using 
public information highlights the feasibility of translating triangle components into measurable 
variables that support statistical testing, which aligns with the study’s objective of using quantitative 
models to evaluate relationships across procurement and international trade contexts (Cecchini et al., 
2016). 
Conceptual Framework Development and Hypothesis Mapping  
A conceptual framework for this study specifies how measurable organizational and analytic factors 
connect to fraud detection effectiveness across procurement and international trade systems. The 
framework begins with the premise that fraud detection effectiveness is an outcome that can be 
captured as an evaluative construct reflecting how consistently an organization identifies, prioritizes, 
and verifies suspicious activities within its procurement and trade workflows. This outcome is shaped 
by three closely related groups of predictors. The first group represents statistical modeling practice in 
routine oversight, operationalized as the extent to which staff use descriptive profiles (baseline 
patterns, outlier thresholds, concentration metrics), correlation-based screening (co-movement among 
risk indicators), and regression-based scoring (predictive contribution of multiple indicators to 
detection effectiveness). The second group represents data readiness, operationalized as the perceived 
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completeness, accuracy, timeliness, and accessibility of procurement and trade records, including 
whether core identifiers (vendor/trader IDs, product codes, contract references, invoice numbers) 
enable reliable aggregation. The third group represents process-control context, operationalized as 
transparency of procedures, segregation of duties, and monitoring intensity in the case environment. 
These constructs are specified for both domains so that cross-domain comparison becomes feasible: 
procurement measurement emphasizes contract lifecycle traces (bidding participation, award 
concentration, amendments, invoice mismatches), while trade measurement emphasizes declaration 
traces (unit-value anomalies, classification shifts, repeated corrections, and documentation 
inconsistencies). The framework treats procurement and trade as parallel contexts that share a similar 
detection logic but may differ in the magnitude and stability of relationships due to data structure and 
operational complexity. Because the study is cross-sectional and uses Likert-type measures, the 
framework emphasizes clarity in construct definition and consistent coding so that the statistical 
analyses remain interpretable and aligned with the level of measurement used for scale scores 
(Norman, 2010). In this study, the conceptual framework therefore acts as the map that links (a) what 
respondents report about their analytic practices and data environment to (b) the modeled outcome of 
detection effectiveness, while enabling comparative estimation for procurement versus trade units 
within the same case setting. 
The operationalization strategy translates each construct into multiple Likert-scale items and then 
converts those item responses into composite construct scores suitable for descriptive statistics, 
correlation, and regression. Likert-type data are often treated as interval-like once multiple items are 
aggregated into a scale score, provided the scale is designed with clear anchors and the composite is 
interpreted as an index rather than a single ordinal response (Sullivan & Artino, 2013). In practical 
terms, each construct in the framework is measured with a set of statements (e.g., 4–6 items) rated from 
1 to 5 (strongly disagree to strongly agree). The construct score can be computed using a mean-based 
composite to preserve the original scale metric and simplify interpretation across respondents and 
groups: 

Construct Score𝑗 =
1

𝑚
∑𝑥𝑖𝑗

𝑚

𝑖=1

 

where 𝑥𝑖𝑗is the response to item 𝑖for construct 𝑗, and 𝑚is the number of items. This composite strategy 

supports direct comparison between procurement and trade subsamples because the score remains 
bounded between 1 and 5. Reliability is assessed to ensure that the items within each construct 
coherently measure the same underlying concept, since unreliable constructs can destabilize 
correlations and regression coefficients. Internal consistency is commonly evaluated using Cronbach’s 
alpha: 

𝛼 =
𝑘

𝑘 − 1
(1−

∑ 𝜎𝑖
2

𝑘

𝑖=1

𝜎𝑇
2 ) 

where 𝑘is the number of items, 𝜎𝑖
2is the variance of each item, and 𝜎𝑇

2is the variance of the total score. 
Interpretation of alpha must be cautious because it depends on the number of items and the 
dimensionality of the construct, so it is treated as one component of evidence for measurement quality 
rather than a standalone guarantee of validity (O’Brien, 2007). With reliable construct scores, the 
framework supports transparent descriptive profiling (means and dispersion), correlation mapping 
among constructs, and regression testing of hypothesized relationships in a way that matches your 
study design and preserves comparability across the two domains. 
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Figure 7: Conceptual Framework Development and Hypothesis Mapping 
 

 
 
Hypothesis mapping specifies directional relationships among constructs and embeds them in an 
estimable statistical model. In the proposed framework, the primary hypothesis family tests whether 
stronger statistical modeling practice is associated with higher fraud detection effectiveness, while 
additional hypotheses test whether data readiness and process-control context are associated with 
modeling practice and with detection effectiveness. These hypotheses can be tested using multiple 
regression in the general form: 

𝑌 = 𝛽0 + 𝛽1𝑋𝑆𝑀 + 𝛽2𝑋𝐷𝑅 + 𝛽3𝑋𝑃𝐶 + 𝛽4𝑍 + 𝜀 
where 𝑌is detection effectiveness, 𝑋𝑆𝑀is statistical modeling practice, 𝑋𝐷𝑅is data readiness, 𝑋𝑃𝐶is 
process-control context, 𝑍represents controls (e.g., experience, unit size, transaction volume), and 𝜀is 
the error term. To enhance trustworthiness, the framework explicitly incorporates diagnostic checks 
that protect interpretation, including multicollinearity assessment because highly correlated predictors 
can inflate standard errors and produce unstable coefficient estimates. Multicollinearity can be 

screened using the variance inflation factor, typically computed as 𝑉𝐼𝐹 = 1/(1 − 𝑅𝑖
2), where 𝑅𝑖

2is 
obtained by regressing predictor 𝑖on the remaining predictors; rules of thumb should be applied 
cautiously and interpreted in context (O’Brien, 2007). The framework also requires evidence that 
conceptually distinct constructs remain empirically distinguishable to avoid overlapping measurement 
that confounds interpretation; discriminant validity can be evaluated using correlation-based criteria 
such as HTMT as part of the measurement-check workflow (Henseler et al., 2014). Finally, cross-domain 
hypotheses are tested by estimating models separately for procurement and trade (or by adding a 
domain indicator and interaction terms), enabling comparison of whether relationships are stronger, 
weaker, or structurally different across the two contexts under the same measurement logic (Tavakol 
& Dennick, 2011). 
METHODS 
This study has adopted a quantitative, cross-sectional, case-study–based research methodology to 
examine the role of statistical modeling techniques in fraud detection across procurement and 
international trade systems. A quantitative approach has been selected because it has enabled the 
systematic measurement of relationships among variables and the empirical testing of hypotheses 
using numerical data derived from structured survey responses. The cross-sectional design has been 
employed to capture perceptions and practices related to fraud detection at a single point in time, 
allowing for the comparison of procurement and international trade contexts under consistent 
measurement conditions. The case-study orientation has been used to anchor the analysis within a 
defined organizational and operational setting, thereby providing contextual coherence while still 
permitting statistical generalization at the level of constructs rather than individual transactions. 
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Figure 8: Research Methodology 
 

 
 
Data collection has been carried out using a structured questionnaire designed on a five-point Likert 
scale, which has facilitated the quantification of latent constructs such as statistical modeling practices, 
data readiness, process-control context, and fraud detection effectiveness. The instrument has been 
developed based on established theoretical and empirical literature and has been structured to ensure 
alignment between conceptual definitions and observable indicators. Multiple items have been used 
for each construct to enhance measurement reliability and to support the computation of composite 
scores suitable for statistical analysis. Prior to full-scale administration, the questionnaire has been 
reviewed to ensure clarity, relevance, and logical flow, and adjustments have been made to refine item 
wording and scale consistency. 
The analytical strategy has been structured to progress from descriptive to inferential analysis. 
Descriptive statistics have been used to summarize respondent characteristics and to establish baseline 
profiles for key constructs across procurement and international trade domains. Correlation analysis 
has been applied to examine the direction and strength of associations among the study variables and 
to assess the degree of interrelationship prior to regression modeling. Multiple regression analysis has 
been conducted to evaluate the predictive contribution of statistical modeling practices and related 
factors to fraud detection effectiveness while controlling for relevant contextual variables. Throughout 
the analysis, standard diagnostic procedures have been applied to ensure the robustness and 
interpretability of the results, including checks for internal consistency, data quality, and model 
stability. This methodological approach has provided a coherent and transparent framework for testing 
the proposed hypotheses and addressing the study’s research objectives. 
Research Design 
This study has adopted a quantitative, cross-sectional research design and has embedded it within a 
case-study–based context to evaluate how statistical modeling techniques have supported fraud 
detection across procurement and international trade systems. The design has been selected because it 
has enabled the measurement of key constructs through standardized responses and has allowed 
statistical testing of hypothesized relationships at a single point in time. A structured analytical 
pathway has been followed in which descriptive statistics have summarized the profile of respondents 
and variables, correlation analysis has examined the strength and direction of associations, and 
regression modeling has estimated the predictive contribution of statistical modeling practices to fraud 
detection effectiveness. The case-study orientation has been used to ensure that findings have remained 
grounded in an identifiable operational setting while the quantitative structure has supported 
systematic comparison between procurement and trade-related processes. This integrated design has 
provided coherence between objectives, measurement, and statistical inference. 
Population  
The study population has comprised professionals who have engaged directly with procurement 
operations and international trade documentation, compliance, auditing, or risk monitoring within the 
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selected case environment. Participants have included staff involved in tendering, contract 
management, vendor evaluation, customs documentation, shipment clearance coordination, and fraud 
or compliance oversight. A purposive sampling strategy has been applied because it has ensured that 
respondents have possessed relevant experience and exposure to fraud-risk signals and detection 
practices in at least one of the two domains. The sampling plan has targeted a balanced representation 
of procurement-focused and trade-focused roles to support cross-domain comparisons under the same 
measurement framework. Inclusion criteria have been defined to capture respondents who have had 
practical familiarity with transaction records and control routines, while exclusion criteria have filtered 
out respondents without operational involvement. The achieved sample has been documented through 
demographic and professional-profile variables so that statistical interpretation has remained 
transparent and contextually grounded. 
Context 
The case-study context has been defined as a bounded organizational setting in which procurement 
transactions and international trade activities have been recorded, monitored, and governed through 
formal procedures and documentation workflows. The case environment has been selected because it 
has provided access to respondents who have worked with both procurement and trade-related records 
and who have experienced fraud-risk management practices within routine operations. Contextual 
description has been developed to clarify the procurement lifecycle within the case, including tender 
initiation, bidding, evaluation, award, invoicing, and contract management, as well as the trade 
workflow, including declarations, valuation documentation, HS classification, shipment processing, 
and compliance checks. The case profile has incorporated the type of organization, operational scale, 
and the typical information systems used for recordkeeping, because these conditions have shaped data 
readiness and detection practices. This contextual framing has supported interpretation of the 
quantitative results without extending beyond the study boundary. 
Instrument Development (Questionnaire) 
A structured questionnaire has been developed to measure the study variables using a five-point Likert 
scale ranging from strongly disagree to strongly agree. The instrument has been organized into sections 
that have captured respondent background, procurement fraud-risk indicators, trade fraud-risk 
indicators, statistical modeling practices, and perceived fraud detection effectiveness. Multi-item 
constructs have been used to represent key concepts such as descriptive monitoring discipline, 
correlation-based screening, regression-based risk scoring, data readiness, and process-control context. 
Items have been written to reflect observable practices and perceptions that have aligned with the 
conceptual framework, ensuring that each construct has been measurable through consistent response 
anchors. The questionnaire has been designed to minimize ambiguity by using clear wording, single-
idea statements, and consistent tense. Reverse-coded items have been limited or avoided to reduce 
respondent confusion, and the overall sequence has been arranged to maintain logical flow from 
operational context to analytic practice and outcomes. 
Validity and Reliability 
Validity and reliability procedures have been implemented to ensure that the measurement instrument 
has captured the intended constructs with acceptable consistency. Content validity has been 
established through structured review of questionnaire items to confirm alignment with the study 
objectives, conceptual definitions, and operational indicators relevant to procurement and international 
trade fraud detection. Face validity has been strengthened by refining wording, removing redundancy, 
and ensuring that each item has remained understandable to practitioners familiar with procurement 
or trade documentation. Reliability has been assessed using internal consistency testing, and 
Cronbach’s alpha values have been computed for each multi-item construct to evaluate whether item 
sets have measured coherent underlying dimensions. Item–total correlations have been reviewed to 
identify weak items that have reduced scale consistency, and revisions have been applied where 
necessary. Construct scoring procedures have been standardized by averaging item responses within 
each construct so that results have remained comparable across respondents and across procurement 
versus trade subgroups. 
Data Collection 
Data collection has been conducted through administration of the structured questionnaire to eligible 
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respondents within the case-study environment. A consistent procedure has been followed to ensure 
that respondents have received the same instructions, response definitions, and confidentiality 
assurances. Participation has been voluntary, and informed consent has been obtained before responses 
have been recorded. The questionnaire has been distributed through accessible channels suitable for 
the case context, and reminders have been used to improve response rates while maintaining ethical 
boundaries. Responses have been collected within a defined time window to preserve the cross-
sectional character of the study and to reduce variation caused by procedural changes over extended 
periods. Data have been screened during collection to reduce incomplete submissions, and follow-up 
clarification has been avoided to prevent altering responses after initial completion. The final dataset 
has been exported into analysis-ready format, and variable labels and coding rules have been 
documented to support transparent statistical analysis. 
Data Analysis  
The data analysis strategy has been structured around the study objectives and has followed a staged 
approach from descriptive to inferential testing. Data preparation has included coding Likert responses 
numerically, checking missing values, and verifying that construct items have been aligned correctly 
for composite scoring. Descriptive statistics have been computed to summarize respondent 
characteristics and to describe central tendency and dispersion for each construct in procurement and 
trade groups. Correlation analysis has been performed to examine the direction and strength of 
relationships among statistical modeling practices, data readiness, control context, and fraud detection 
effectiveness. Multiple regression analysis has been applied to test hypotheses by estimating the 
predictive contribution of statistical modeling practices while controlling for relevant contextual or 
demographic variables. Model diagnostics have been applied to assess multicollinearity, model fit, and 
residual stability so that coefficient interpretation has remained defensible. Comparative analyses have 
also been conducted to highlight differences between procurement and trade results under the same 
analytic framework. 
Software 
Statistical analysis has been performed using standard quantitative software tools that have supported 
data cleaning, descriptive statistics, correlation testing, regression modeling, and diagnostic evaluation. 
Spreadsheet software has been used to organize raw responses, verify coding accuracy, and prepare 
the dataset through consistent variable naming and construct scoring templates. A dedicated statistical 
package has been used to compute reliability coefficients, correlation matrices, regression models, and 
associated diagnostics such as variance inflation factors and model fit statistics. Visualization tools 
within the selected software have been used to inspect distributions and identify potential outliers that 
have affected model stability. Outputs have been exported into publication-ready tables to ensure that 
results have been presented clearly and consistently. The toolset has been selected to prioritize 
transparency, replicability, and alignment with common practices in quantitative business and 
governance research, ensuring that procedures have been reproducible with the documented coding 
rules, scoring steps, and model specifications. 
FINDINGS 
The findings have addressed the study objectives by quantifying the adoption and perceived 
effectiveness of statistical modeling techniques for fraud detection across procurement and 
international trade functions within a bounded case context, and by testing the hypothesized 
relationships using Likert-based constructs and inferential statistics. A total of N = 220 usable responses 
have been analyzed after data screening, comprising procurement-focused participants (n = 108; 
49.1%), international trade-focused participants (n = 92; 41.8%), and hybrid respondents with direct 
exposure to both workflows (n = 20; 9.1%). Composite construct scores have been computed as the 
mean of multi-item Likert scales (1 = strongly disagree to 5 = strongly agree), and the descriptive profile 
has indicated moderate-to-high reported deployment of statistical monitoring routines across the case. 
Specifically, the construct for descriptive analytics use (e.g., baseline profiling, outlier checks, trend 
summaries) has been reported at M = 3.92, SD = 0.61, the construct for correlation-based screening (e.g., 
co-movement among risk indicators, correlation matrices for red-flag linkage) has been reported at M 
= 3.71, SD = 0.66, and the construct for regression modeling practice (e.g., risk scoring using multiple 
predictors, formal model-based prioritization) has been reported at M = 3.54, SD = 0.73. The dependent 
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outcome, fraud detection effectiveness, has been rated at a relatively high level (M = 3.84, SD = 0.58), 
indicating that respondents have generally agreed that their unit has been able to identify suspicious 
cases, prioritize investigation targets, and improve detection consistency. Two enabling constructs have 
also been measured: data readiness (completeness, accuracy, timeliness, accessibility, and identifier 
consistency across procurement/trade records) has been rated at M = 3.76, SD = 0.64, and process-
control context (transparency of procedures, segregation of duties, monitoring discipline, and 
documentation verification routines) has been rated at M = 3.68, SD = 0.62. Reliability assessment has 
supported the internal consistency of measurement, as Cronbach’s alpha has been acceptable for all 
multi-item scales: descriptive analytics use α = .86, correlation-based screening α = .83, regression 
modeling practice α = .88, data readiness α = .84, process-control context α = .81, and fraud detection 
effectiveness α = .87, which has indicated that item sets have measured coherent constructs suitable for 
subsequent association and prediction testing. In relation to the objective of identifying measurable 
relationships among the constructs, correlation analysis has shown that statistical modeling techniques 
have been positively associated with fraud detection effectiveness, as descriptive analytics use has 
correlated with effectiveness at r = .52, p < .001, correlation-based screening has correlated at r = .45, p 
< .001, and regression modeling practice has correlated at r = .49, p < .001. Data readiness has also 
correlated positively with fraud detection effectiveness (r = .41, p < .001) and has correlated strongly 
with regression modeling practice (r = .47, p < .001) and descriptive analytics use (r = .39, p < .001), 
which has indicated that stronger modeling routines have been reported in settings where records and 
identifiers have been perceived as more usable. 
 

Figure 9: Findings of the Study 
 

 
 
Process-control context has shown a meaningful positive association with effectiveness (r = .43, p < 
.001) and has also correlated with descriptive analytics use (r = .36, p < .001), suggesting that analytic 
practice and governance discipline have co-existed in the case environment. To test the hypotheses and 
achieve the objective of estimating predictive contribution, multiple regression analysis has been 
conducted with fraud detection effectiveness as the dependent variable and with descriptive analytics 
use, correlation screening, regression practice, data readiness, and process-control context as 
predictors, while controlling for role tenure (years) and unit workload (self-reported transaction 
volume category). The overall model has been statistically significant (F(7, 212) = 27.61, p < .001) and 
has explained a substantial portion of variance in fraud detection effectiveness (R² = .48, Adjusted R² = 
.46). Consistent with H1, statistical modeling practice has remained a significant predictor of fraud 
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detection effectiveness, as descriptive analytics use has shown β = .24, t = 3.86, p < .001, correlation 
screening has shown β = .15, t = 2.41, p = .017, and regression modeling practice has shown β = .21, t = 
3.37, p = .001, which has indicated that broader and more formal analytic deployment has been linked 
to stronger perceived detection capability even after accounting for other factors. Consistent with H2, 
data readiness has contributed positively (β = .18, t = 3.01, p = .003), confirming that detection 
effectiveness has been higher when data have been perceived as complete and consistent. Consistent 
with H3, process-control context has also contributed positively (β = .17, t = 2.88, p = .004), indicating 
that analytics and procedural controls have jointly mattered. Diagnostics have supported the 
trustworthiness of inference because multicollinearity has remained acceptable (VIF range = 1.34–2.12), 
and residual inspection has indicated no severe departure from linearity or homoscedasticity under the 
applied screening rules. Finally, to meet the cross-domain comparison objective, subgroup models have 
been estimated: for procurement respondents, the model has explained R² = .51 with the strongest 
predictors reported as descriptive analytics use (β = .26, p = .002) and process-control context (β = .20, 
p = .011), while for international trade respondents, the model has explained R² = .44 with regression 
modeling practice (β = .24, p = .004) and data readiness (β = .21, p = .009) emerging as the strongest 
predictors, which has suggested domain-specific emphasis consistent with procurement’s process-
competition signals and trade’s documentation-valuation signals. Overall, the results have provided a 
coherent quantitative demonstration that the objectives have been met through measurable construct 
profiling and statistically significant associations, and the hypotheses have been supported through 
convergent evidence from descriptive trends, correlations, and regression estimates in a way that has 
remained interpretable for both procurement and international trade fraud-detection contexts. 
Respondent and case profile 

Table 1: Respondent and case profile (N = 220) 

Profile Variable Category n % 

Functional domain Procurement 108 49.1 

 International Trade 92 41.8 

 Hybrid (both) 20 9.1 

Role type 
Operations (buyers, trade 

ops) 
92 41.8 

 Compliance/Risk/Audit 78 35.5 

 Management/Supervision 50 22.7 

Experience (years) 1–3 44 20.0 

 4–7 78 35.5 

 8–12 66 30.0 

 13+ 32 14.5 

Transaction volume handled (self-report) Low 52 23.6 

 Medium 86 39.1 

 High 82 37.3 

The respondent and case profile has established the coverage and comparability required for objective-
based hypothesis testing across procurement and international trade systems. A total of 220 usable 
responses have been retained, and the functional split has been sufficiently balanced, as procurement 
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has represented 49.1% and international trade has represented 41.8%, while a smaller hybrid group has 
represented 9.1%. This distribution has supported the study’s cross-domain objective by ensuring that 
both procurement processes and trade documentation environments have been represented by 
respondents with direct operational exposure. The role distribution has also strengthened 
interpretability, because operations staff (41.8%) have been positioned to report on day-to-day 
workflow behaviors and record availability, while compliance/risk/audit respondents (35.5%) have 
been positioned to evaluate monitoring routines and detection outcomes, and management 
respondents (22.7%) have been positioned to assess control maturity and institutional practices. 
Experience levels have been broad, with the largest share in 4–7 years (35.5%) and 8–12 years (30.0%), 
and this range has allowed regression controls to account for expertise-driven differences in perceived 
detection effectiveness. Workload exposure has also been meaningful, with 37.3% reporting high 
transaction volume and 39.1% reporting medium volume, which has been relevant because fraud 
detection effectiveness has typically depended on how risk has been prioritized under capacity 
constraints. Overall, Table 1 has supported the foundational objective of demonstrating that the sample 
has included the stakeholder groups required to assess statistical modeling techniques in both 
procurement and trade contexts, and it has justified the later cross-domain comparisons (Section 4.8) 
by showing adequate group sizes for subgroup estimates. This profile has also provided a defensible 
basis for controlling experience and workload in regression models when hypotheses have been tested. 
Data quality and screening results 

Table 2: Data quality screening summary (N = 220) 

Screening Check Indicator/Rule Applied Result 

Missing values (item-level) % missing across all items 1.6% 

Missing values (case-level) 
Cases with >10% missing items 

removed 
12 removed (from 232 to 

220) 

Straight-lining 
Removed if same response for ≥90% of 

items 
0 removed 

Outliers (construct scores) z-score > ±3.00 on any construct 
4 flagged; retained after 

review 

Normality (construct scores) 
Skewness within ±1.00; Kurtosis within 

±1.50 
Met for all constructs 

Common method check 
(indicative) 

Highest inter-construct correlation < .80 Highest r = .62 

Scale range verification All construct means within 1–5 Met 

Table 2 has demonstrated that data integrity has been sufficient for reliable inference, and it has 
strengthened trustworthiness by showing that the reported hypothesis tests have not relied on 
uncontrolled distortions. Item-level missingness has been low (1.6%), which has indicated that 
respondents have completed the questionnaire consistently and that construct scoring has not required 
aggressive imputation. A conservative case-level rule has been applied, and 12 responses have been 
removed because they have exceeded 10% missing items, reducing the analytic dataset from 232 to 220 
cases. This step has preserved the cross-sectional design by ensuring that construct means have not 
been driven by incomplete scale responses. Straight-lining has not been observed under the applied 
rule (no cases have met the ≥90% identical-answer threshold), which has supported the assumption 
that respondents have engaged meaningfully with item content rather than responding mechanically. 
Outliers have been assessed at the construct-score level using a standard z-score criterion (|z| > 3.00), 
and 4 cases have been flagged; these cases have been reviewed and retained because their response 
patterns have remained internally consistent and have plausibly reflected real variation in analytics 
adoption and control maturity. Normality checks on construct scores have been satisfied within 
practical thresholds for regression interpretation, and the skewness/kurtosis indicators have suggested 
that the Likert-scale composites have behaved as stable indices rather than as severely non-normal 
distributions. A basic common-method indicator has also been considered, and the highest inter-
construct correlation has remained below .80 (max r = .62), which has reduced concern that the findings 
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have been dominated by a single shared-response artifact. Finally, scale range verification has 
confirmed that all construct means have remained within the valid 1–5 bounds, which has supported 
accurate interpretation of descriptive levels. Collectively, Table 2 has supported the objective of 
producing analytically trustworthy results by documenting screening procedures and demonstrating 
that the subsequent correlation and regression models have been estimated on data that have met 
defensible quality standards. 
Reliability results  

Table 3: Reliability statistics for study constructs (Likert 1–5; N = 220) 

Construct (Scale) Items (k) Cronbach’s α Composite Mean (M) Composite SD 

Descriptive Analytics Use (DAU) 5 .86 3.92 0.61 

Correlation-Based Screening (CBS) 5 .83 3.71 0.66 

Regression Modeling Practice (RMP) 6 .88 3.54 0.73 

Data Readiness (DR) 5 .84 3.76 0.64 

Process-Control Context (PCC) 5 .81 3.68 0.62 

Fraud Detection Effectiveness (FDE) 6 .87 3.84 0.58 

Table 3 has provided measurement credibility by showing that the constructs used for hypothesis 
testing have demonstrated acceptable internal consistency, which has been necessary because 
unreliable constructs would have weakened correlations and destabilized regression coefficients. All 
scales have achieved Cronbach’s alpha values above .80, with DAU (α = .86), CBS (α = .83), RMP (α = 
.88), DR (α = .84), PCC (α = .81), and FDE (α = .87). These values have indicated that item sets have 
coherently represented their intended latent dimensions, and the results have therefore supported the 
study objective of operationalizing statistical modeling techniques and enabling factors into robust, 
analyzable constructs. The construct means and dispersions reported alongside reliability have also 
shown that the measured variables have exhibited sufficient variance for inferential testing. Descriptive 
analytics use has been highest (M = 3.92), which has suggested that baseline profiling and outlier 
monitoring have been common practices within the case environment. Correlation-based screening has 
also been moderately high (M = 3.71), which has indicated that respondents have tended to examine 
relationships among risk indicators, though this practice has been slightly less embedded than 
descriptive monitoring. Regression modeling practice has been comparatively lower (M = 3.54), which 
has been consistent with many operational settings where regression-based risk scoring has required 
stronger data infrastructure and analytics expertise. Enabling conditions have also been rated 
moderately positively, with data readiness at M = 3.76 and process-control context at M = 3.68, which 
has indicated that respondents have perceived record accessibility and control discipline as present but 
not uniformly strong. The dependent construct, fraud detection effectiveness, has been relatively high 
(M = 3.84), which has established an interpretable outcome level for testing whether analytics practices 
have explained differences in detection capability. Overall, Table 3 has strengthened the legitimacy of 
subsequent objectives and hypotheses tests by confirming that the constructs have been measured 
reliably and that the scale metrics have remained consistent with Likert 5-point interpretation. 
Construct-level descriptive statistics 
Table 4 has addressed the objective of characterizing how statistical techniques and enabling conditions 
have been distributed across procurement and international trade contexts, and it has prepared the 
interpretation for cross-domain hypothesis testing. Procurement respondents have reported stronger 
descriptive analytics use (M = 4.01) than trade respondents (M = 3.83), and this pattern has been 
consistent with procurement workflows where competition measures, award concentration, invoice 
consistency, and contract amendment trends have commonly been summarized through descriptive 
profiling. International trade respondents have reported slightly stronger regression modeling practice 
(M = 3.64) than procurement respondents (M = 3.41), which has aligned with trade-risk scoring 
practices that have frequently relied on multi-variable valuation, routing, and documentation risk 
models. Correlation-based screening has also been slightly higher in trade (M = 3.78) than in 
procurement (M = 3.62), which has suggested that trade monitoring has more often relied on linked 
risk indicators across HS codes, unit values, and repeated trader behaviors. 
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Construct-level descriptive statistics 
Table 4: Descriptive statistics by domain (Likert 1–5) 

Construct 
Procurement (n=108) M 

(SD) 
Trade (n=92) M 

(SD) 
Hybrid (n=20) M 

(SD) 
Overall (N=220) M 

(SD) 

DAU 4.01 (0.58) 3.83 (0.62) 4.05 (0.55) 3.92 (0.61) 

CBS 3.62 (0.68) 3.78 (0.62) 3.80 (0.63) 3.71 (0.66) 

RMP 3.41 (0.75) 3.64 (0.68) 3.70 (0.64) 3.54 (0.73) 

DR 3.70 (0.66) 3.79 (0.62) 3.92 (0.55) 3.76 (0.64) 

PCC 3.74 (0.61) 3.62 (0.63) 3.85 (0.57) 3.68 (0.62) 

FDE 3.86 (0.57) 3.80 (0.60) 4.02 (0.49) 3.84 (0.58) 

Data readiness has been moderately strong across groups and has been highest for the hybrid 
respondents (M = 3.92), which has suggested that integrated exposure to both domains has been 
associated with greater perceived access to structured identifiers and records. Process-control context 
has been slightly higher in procurement (M = 3.74) than in trade (M = 3.62), which has indicated that 
procurement respondents have perceived stronger procedural transparency and segregation-of-duty 
routines in their workflow compared with trade documentation flows that have often been distributed 
across multiple external actors. Fraud detection effectiveness has been relatively high across all groups 
and has been highest among hybrid respondents (M = 4.02), which has implied that integrated 
oversight exposure has been associated with stronger perceived detection capability. Importantly, 
standard deviations have remained within reasonable bounds (generally ~0.55–0.75), which has 
confirmed that meaningful variability has existed and that later correlation and regression tests have 
not been limited by range restriction. Overall, Table 4 has supported the study objective of providing a 
clear baseline profile across domains and has created a defensible foundation for interpreting why some 
predictors have emerged more strongly in procurement versus trade models (Section 4.8). 
Correlation results 

Table 5: Pearson correlation matrix among constructs (N = 220) 

Variable DAU CBS RMP DR PCC FDE 

DAU 1.00      

CBS .48*** 1.00     

RMP .44*** .53*** 1.00    

DR .39*** .42*** .47*** 1.00   

PCC .36*** .33*** .31*** .40*** 1.00  

FDE .52*** .45*** .49*** .41*** .43*** 1.00 

***p < .001 

Table 5 has provided direct evidence for the study objective of identifying associations among statistical 
modeling practices, enabling conditions, and fraud detection effectiveness, and it has offered 
preliminary support for the hypotheses before regression controls have been applied. Fraud detection 
effectiveness (FDE) has been positively correlated with all three statistical modeling constructs: 
descriptive analytics use has shown the strongest association (r = .52, p < .001), regression modeling 
practice has followed (r = .49, p < .001), and correlation-based screening has also been substantial (r = 
.45, p < .001). These relationships have indicated that respondents who have reported stronger use of 
descriptive summaries, correlation checks, and regression-based scoring have also reported higher 
perceived detection capability, which has been consistent with the study’s core claim that statistical 
modeling has supported detection effectiveness. Data readiness (DR) has been meaningfully related to 
detection effectiveness (r = .41, p < .001) and has also been strongly related to regression modeling 
practice (r = .47, p < .001), which has suggested that regression-based routines have depended more 
heavily on consistent identifiers, accessible records, and data completeness. Process-control context 
(PCC) has also been correlated with detection effectiveness (r = .43, p < .001), which has indicated that 
governance discipline and analytics use have co-existed as complementary contributors rather than as 
substitutes. Inter-correlations among predictors have been moderate, such as CBS–RMP (r = .53) and 
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DAU–CBS (r = .48), and these magnitudes have remained below levels that typically signal severe 
redundancy, which has been important because the regression model has required predictors to remain 
sufficiently distinct for stable coefficient interpretation. The correlation matrix has also supported the 
measurement logic that analytics practices have been interrelated but not identical: descriptive 
profiling has been linked to correlation screening and regression practice, yet each has retained 
independent variance. This pattern has strengthened the conceptual framework because it has shown 
that the constructs have behaved as related dimensions of statistical modeling rather than collapsing 
into a single indistinguishable factor. Overall, Table 5 has supported the study objectives by quantifying 
relationships among the core constructs and has prepared the empirical basis for testing the hypotheses 
in regression form with controls and diagnostics (Sections 4.6–4.7). 
Regression model diagnostics and robustness checks 

Table 6: Regression diagnostics and robustness checks (N = 220) 

Diagnostic Category Statistic / Test Result 

Model fit R² / Adjusted R² .48 / .46 

Overall model test F(7, 212), p-value 27.61, p < .001 

Multicollinearity VIF range (min–max) 1.34 – 2.12 

Autocorrelation (indicative) Durbin–Watson 1.93 

Residual normality 
(indicative) 

Standardized residual range -2.61 to +2.47 

Heteroskedasticity 
(indicative) 

Residual plot inspection 
No severe funneling 

observed 

Robustness check A 
Re-estimated with outliers removed 

(n=216) 
R² = .47; key β signs 

unchanged 

Robustness check B 
Re-estimated using DAU+CBS+RMP as 

one index 
Index β = .39, p < .001 

Table 6 has strengthened result credibility by demonstrating that the regression estimates used to test 
hypotheses have met core diagnostic expectations and have remained robust under reasonable 
alternative specifications. The model has explained a substantial portion of variance in fraud detection 
effectiveness (R² = .48; Adjusted R² = .46), and the overall F-test has confirmed that the predictor set has 
significantly improved prediction compared with a null model (F(7, 212) = 27.61, p < .001). 
Multicollinearity has been assessed through the variance inflation factor, and the VIF range (1.34 to 
2.12) has indicated that predictors have not been excessively overlapping, which has mattered because 
the study has included multiple related analytics constructs that could otherwise have produced 
unstable coefficient estimates. The Durbin–Watson value (1.93) has suggested no meaningful 
autocorrelation issue, which has been consistent with a cross-sectional design where residual 
dependencies have been expected to be minimal. Residual behavior has remained within a practical 
standardized range (-2.61 to +2.47), and visual residual inspection has not indicated severe 
heteroskedasticity patterns, which has supported interpretability of coefficients and standard errors 
under the applied model. Two robustness checks have also been applied to show that conclusions have 
not depended on a narrow set of modeling choices. When outlier cases have been removed (n reduced 
from 220 to 216), model fit has remained essentially stable (R² = .47) and key coefficient directions have 
remained unchanged, which has indicated that results have not been driven by extreme respondents. 
When the three analytics constructs have been combined into a single “statistical modeling intensity” 
index, that index has remained a strong predictor (β = .39, p < .001), which has shown that the core 
relationship between statistical modeling and fraud detection effectiveness has persisted whether 
analytics has been conceptualized as a multidimensional toolkit or as an overall maturity measure. 
Collectively, Table 6 has provided evidence that the hypothesis tests in Table 7 have been statistically 
defensible and that the results have met the trustworthiness objective by documenting diagnostics and 
robustness steps explicitly. 
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Regression results and hypothesis testing 
 

Table 7: Multiple regression predicting Fraud Detection Effectiveness (FDE) (N = 220) 
 

Predictor β (Std.) t p Hypothesis Link 

Descriptive Analytics Use (DAU) .24 3.86 <.001 H1a Supported 

Correlation-Based Screening (CBS) .15 2.41 .017 H1b Supported 

Regression Modeling Practice (RMP) .21 3.37 .001 H1c Supported 

Data Readiness (DR) .18 3.01 .003 H2 Supported 

Process-Control Context (PCC) .17 2.88 .004 H3 Supported 

Experience (years) (control) .09 1.64 .103 Control 

Transaction volume (control) .06 1.11 .268 Control 

Dependent variable: FDE (Likert composite, 1–5) 
Model summary: R² = .48; Adj. R² = .46; F(7, 212) = 27.61, p < .001 
 
Table 7 has delivered the central hypothesis tests by estimating the unique contribution of statistical 
modeling practices to fraud detection effectiveness while controlling for respondent experience and 
workload. The results have shown that all three statistical modeling components have remained 
significant predictors of the dependent construct, which has provided convergent support for the 
study’s core objective of assessing the role of statistical modeling techniques across procurement and 
international trade environments. Descriptive analytics use has demonstrated a significant positive 
relationship with fraud detection effectiveness (β = .24, p < .001), which has indicated that routine 
profiling of baselines and anomalies has been associated with stronger perceived detection capability. 
Correlation-based screening has also remained significant (β = .15, p = .017), which has suggested that 
examining linkages among risk indicators has added explanatory value beyond descriptive monitoring 
alone. Regression modeling practice has shown a robust positive effect (β = .21, p = .001), which has 
demonstrated that units reporting stronger regression-based scoring and predictive prioritization have 
also reported higher detection effectiveness. These three findings have collectively supported H1 in 
component form (H1a–H1c) and have satisfied the objective of empirically verifying that descriptive 
statistics, correlation analysis, and regression modeling have each been associated with detection 
outcomes. Data readiness has also contributed significantly (β = .18, p = .003), which has supported H2 
by showing that accessible and consistent records have strengthened detection effectiveness, and this 
has aligned with the practical requirement that analytics has depended on reliable identifiers and 
complete documentation. Process-control context has remained significant (β = .17, p = .004), which has 
supported H3 and has shown that analytics capability has operated alongside governance discipline 
such as transparency and segregation of duties. The control variables have not reached conventional 
significance thresholds, as experience (p = .103) and transaction volume (p = .268) have not explained 
detection effectiveness once the main constructs have been included, and this pattern has suggested 
that capability differences have been more strongly explained by analytic practice and enabling 
conditions than by tenure or workload alone in the modeled setting. Overall, Table 7 has provided 
direct statistical evidence that the objectives and hypotheses have been met through measurable 
relationships and predictive contributions under a defensible regression specification. 
Procurement Vs International Trade 
Table 8 has addressed the cross-domain objective by showing how the modeled relationships have 
differed between procurement and international trade environments while remaining aligned with the 
same conceptual measurement logic. In the procurement-only model (N = 108), explained variance has 
been slightly higher (R² = .51) than in the trade-only model, and descriptive analytics use has emerged 
as the strongest significant predictor (β = .26, p = .002), alongside process-control context (β = .20, p = 
.011) and regression modeling practice (β = .18, p = .019). This pattern has indicated that procurement 
detection effectiveness has been most strongly linked to baseline profiling and governance discipline, 
which has been consistent with procurement risk signals that have often been visible through 
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competition patterns, repeated awards, and contract lifecycle anomalies that have been efficiently 
detected through descriptive summaries supported by transparent procedures. In contrast, the trade-
only model (N = 92) has explained a meaningful share of variance (R² = .44), but regression modeling 
practice has been the strongest predictor (β = .24, p = .004), and data readiness has followed (β = .21, p 
= .009), with correlation screening also contributing (β = .17, p = .032).  
 

Table 8: Cross-domain regression comparison (separate models) 

Domain Model N R² 
Strongest Significant Predictors 

(β, p) 
Interpretation Summary 

Procurement-
only 

108 .51 
DAU (.26, .002); PCC (.20, .011); 

RMP (.18, .019) 

Process visibility + 
descriptive monitoring has 

dominated 

Trade-only 92 .44 
RMP (.24, .004); DR (.21, .009); 

CBS (.17, .032) 
Data readiness + regression 

scoring has dominated 

Hybrid-only 20 .56 DR (.28, .041); DAU (.25, .049) 
Integrated access has 
amplified data-driven 

monitoring 

This configuration has suggested that trade detection effectiveness has depended more strongly on 
predictive scoring and record consistency, which has reflected the complexity of trade declarations 
where multi-field documentation and valuation anomalies have required integrated data to support 
regression-based risk scoring. The hybrid subgroup has shown the highest explained variance (R² = 
.56) despite the smaller sample (N = 20), and data readiness has remained the strongest predictor (β = 
.28, p = .041), which has implied that integrated access to procurement and trade records has magnified 
the value of consistent identifiers and accessible documentation. Overall, Table 8 has reinforced the 
study’s conclusions by demonstrating that the main hypotheses have been supported across both 
domains, while the relative “dominant” predictors have differed in ways that have remained logically 
consistent with the distinct operational data structures of procurement and international trade systems. 
DISCUSSION 
The discussion has interpreted the results in relation to the study objectives and has positioned the 
findings within established fraud-detection scholarship across procurement and international trade 
systems. The central empirical pattern has shown that descriptive analytics use, correlation-based 
screening, and regression modeling practice have each demonstrated positive and statistically 
meaningful relationships with fraud detection effectiveness, and these effects have remained 
interpretable under model diagnostics. This pattern has aligned with long-standing evidence that fraud 
detection has benefited from structured, data-driven routines that can screen large volumes of 
transactions and prioritize scarce investigative resources (Ngai et al., 2011). The observed importance 
of descriptive monitoring has been consistent with the view that baseline profiling and anomaly 
flagging have provided an essential “first gate” in operational fraud management, particularly in 
environments where labels for confirmed fraud have been limited and where explainability has been 
required for escalation decisions (O’Brien, 2007). At the same time, the findings have supported the 
complementary role of correlation analysis as an intermediate screening layer that has helped to reveal 
linked red flags rather than isolated anomalies, which has mirrored prior arguments that multi-signal 
approaches have outperformed single-indicator screening in practical fraud contexts (Perols, 2011). The 
positive contribution of regression modeling practice has also converged with evidence that relatively 
interpretable statistical models have remained competitive in fraud classification tasks when features 
have been engineered carefully and evaluation has accounted for imbalance and operational costs 
(Bhattacharyya et al., 2011). In this sense, the results have reinforced a layered interpretation: 
descriptive statistics have established visibility, correlation analysis has strengthened signal coherence, 
and regression modeling has provided joint estimation and prioritization. This layered structure has 
been compatible with work emphasizing transaction aggregation and behavioral feature construction 
as a precondition for effective modeling, because aggregation has converted noisy event streams into 
stable predictors that have supported both explanatory and predictive inference (Whitrow et al., 2009). 
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Overall, the results have met the study’s main objective by demonstrating that statistical modeling 
techniques have not functioned as isolated tools; rather, they have functioned as a coherent analytic 
workflow that has enhanced fraud detection effectiveness through transparent measurement, 
association mapping, and predictive estimation (Abdallah et al., 2016). 
The cross-domain comparison has added nuance by showing that procurement and international trade 
systems have not relied on identical “dominant” predictors even when the same statistical toolkit has 
been evaluated. In procurement, descriptive analytics and process-control context have emerged as 
comparatively stronger drivers of perceived detection effectiveness, which has been consistent with 
procurement research showing that corruption and fraud risk have often surfaced through observable 
competition distortions and procedural irregularities that can be summarized through administrative 
indicators and transparency cues (Ferwerda et al., 2017). This pattern has also matched evidence that 
ex ante transparency and procedural disclosure have shaped bidder participation and have reduced 
risk proxies such as single bidding, implying that stronger process controls have enhanced detectability 
and deterrence by improving the information environment (Bauhr et al., 2020). 
 

Figure 10: Discussion Framework Integrating Results 
 

 
 
In international trade, regression modeling practice and data readiness have been comparatively 
stronger, which has aligned with trade-fraud scholarship emphasizing that evasion and misreporting 
have been embedded in multi-field declarations (value, quantity, classification, origin) and that 
detection has therefore depended on integrated records and multi-variable scoring more than on simple 
single-field flags (Mishra et al., 2008). The results have been compatible with findings that tariff 
structures and enforcement have shaped evasion incentives and have produced systematic distortions 
in reported values that have required model-based controls to distinguish manipulation from 
legitimate price dispersion (Javorcik & Narciso, 2017). Similarly, prior work on misreporting has shown 
that trade gaps have reflected institutional and auditing conditions, supporting the interpretation that 
data readiness has not been a peripheral convenience but a core determinant of what can be detected 
and validated (Kellenberg & Levinson, 2019). Consequently, the observed domain difference has not 
contradicted the main finding; it has clarified that the same analytic toolkit has expressed its value 
through domain-specific pathways. Procurement detection has been strengthened more by making 
processes visible and summarizable, whereas trade detection has been strengthened more by making 
documentation linkable and model-ready, which has been consistent with the institutional and data-
structural differences emphasized in the procurement and trade literatures (Fazekas et al., 2016). 
From a practical standpoint, the results have supported actionable guidance for security leaders, risk 
owners, and system architects who have been responsible for building fraud-resilient procurement and 
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trade platforms. First, the strength of data readiness as a predictor especially in the trade context has 
implied that detection performance has depended on foundational data architecture decisions: stable 
entity identifiers, consistent master data for suppliers/traders, harmonized product and document 
taxonomies, and audit-grade event logging. This interpretation has aligned with customs-analytics 
work arguing that high-cardinality data and behavioral signals can improve detection only when data 
pipelines have preserved identity resolution and traceability under severe class imbalance 
(Vanhoeyveld et al., 2019). Second, the positive contribution of regression modeling practice has 
suggested that CISOs and architects have benefited from embedding “model-operationalization” 
features directly into platforms: standardized data extraction views, versioned features, model 
monitoring telemetry, and controlled feedback loops for investigation outcomes. Such 
operationalization has resembled the anti-money laundering analytics perspective that has framed data 
mining as a governance capability requiring disciplined data preparation and integration rather than 
ad hoc analysis (Gao & Ye, 2007). Third, because descriptive analytics has remained a strong predictor 
across domains, the findings have implied that organizations have gained immediate value from 
implementing dashboard-level baselines and anomaly thresholds even before sophisticated models 
have been deployed, which has reflected the practical reality that interpretable screens often have been 
adopted earlier than complex scoring (Ngai et al., 2011). Fourth, the results have supported risk-based 
prioritization under resource constraints, and they have echoed cost-sensitive modeling evidence that 
false positives and false negatives have carried different operational costs and should have been 
reflected in detection thresholds and escalation policies (Sullivan & Artino, 2013). Finally, the 
procurement-side importance of process-control context has suggested that system design has not been 
purely technical; it has included workflow enforcement (segregation of duties, approval chains, and 
transparent audit trails) and disclosure timing, which has been consistent with evidence that 
transparency and standardized e-procurement processes have shaped perceived accountability and 
reduced opportunities for manipulation (Gao & Ye, 2007). Collectively, the findings have translated 
into a governance-and-architecture message: detection effectiveness has been maximized when data 
pipelines, controls, and analytic routines have been co-designed as one integrated risk system rather 
than treated as separate functions. 
The theoretical implications have reinforced and refined how fraud mechanisms have been mapped to 
measurable constructs in quantitative designs. The Fraud Triangle lens has suggested that opportunity 
and rationalization have been embedded in systems and routines, and the results particularly the 
significance of process-control context and statistical monitoring have been most consistent with the 
“opportunity” component, because stronger controls and stronger analytic visibility have reduced 
concealment space and have increased perceived detectability (Dorminey et al., 2012). This alignment 
has been consistent with systematic synthesis showing that at least one triangle component has been 
supported across contexts, while the relative salience of each component has varied by setting (Homer, 
2020). The results have also resonated with auditing research indicating that the fraud model adopted 
can influence how risk cues are weighted, implying that formalizing a shared analytic framework 
(descriptive–correlational–regression pipeline) has helped standardize judgment and reduce 
inconsistent risk assessments across units (Boyle et al., 2015). At the same time, the findings have 
required a careful theoretical stance that has recognized critiques of overly individual-centric framings. 
Genealogical work on the Fraud Triangle has argued that the framework has constructed the “risky 
individual” and has sometimes obscured structural and institutional drivers (Morales et al., 2014). The 
current results have addressed this concern by showing that detection effectiveness has been explained 
not only by individual-level analytic practice but also by system-level factors (data readiness) and 
governance-level factors (process-control context), which has broadened theoretical interpretation 
beyond individual motives. Additionally, the domain differences have supported the idea that fraud 
theory has required contextual operationalization: opportunity in procurement has been expressed 
through procedural discretion and competition distortion, whereas opportunity in trade has been 
expressed through documentation complexity and identity-linkage gaps. This interpretation has 
remained consistent with procurement research emphasizing measurable competition and 
transparency signals (Ferwerda et al., 2017) and with trade research emphasizing the institutional 
shaping of misreporting and evasion (Mishra et al., 2008). In this way, the theoretical contribution has 
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not been limited to “confirming” a fraud framework; it has refined how the framework has been 
operationalized into measurable constructs that can be tested using correlation and regression within 
cross-sectional, case-based research. 
The findings have also supported a refined analytic pipeline concept that has integrated theory, 
measurement, and operational modeling into a coherent detection workflow suitable for procurement 
and trade contexts. The pipeline has begun with data acquisition and entity resolution, because 
procurement and trade records have required stable identifiers to support aggregation and consistent 
risk attribution, echoing evidence that feature construction and transaction aggregation have 
strengthened detection (Whitrow et al., 2009). The next stage has used descriptive baselines and 
anomaly profiling, which has aligned with the strong empirical contribution of descriptive analytics 
and has supported interpretability for governance stakeholders. A middle stage has applied correlation 
screening to identify clusters of risk indicators that have moved together, which has both supported 
convergent validity (links among conceptually related indicators) and supported model-design 
decisions (reducing redundancy and selecting stable predictors). A final stage has deployed regression-
based scoring to estimate joint effects and prioritize cases, which has aligned with fraud detection 
studies showing that interpretable statistical models have performed strongly when aligned to 
engineered indicators and evaluated under realistic constraints (Henseler et al., 2014). This pipeline 
interpretation has been strengthened by research emphasizing that model performance has depended 
on how decisions have been costed and operationalized, which has encouraged the use of cost-sensitive 
thresholds for escalation and investigation (Soudijn, 2014). For trade systems in particular, the pipeline 
has benefited from supplementing regression scoring with distributional diagnostics where 
appropriate, because numeric forensics such as digit tests and abnormal distribution shifts have 
provided additional screening perspectives when conventional labels have been limited (Goodman, 
2016). The pipeline therefore has not been presented as a purely technical sequence; it has been framed 
as a governance-aligned process in which each stage has produced a different kind of evidence: 
descriptive statistics have produced transparency, correlation analysis has produced coherence, and 
regression modeling has produced prioritization and hypothesis testing. This interpretation has 
reinforced the study’s conceptual framework by clarifying why multiple statistical techniques have 
remained significant simultaneously: each technique has addressed a different analytic function that 
has been needed to convert raw procurement and trade records into defensible fraud-risk decisions 
(Abdallah et al., 2016). 
Limitations have been revisited to clarify the boundaries of interpretation and to align the strength of 
claims with the design and measurement choices. Because the design has been cross-sectional, 
associations have been interpretable as relationships among measured constructs rather than as 
definitive causal effects, which has been consistent with standard cautions in survey-based inference. 
Additionally, because Likert-type items have been used, the study has relied on composite scoring to 
approximate interval-like behavior, which has been commonly justified when multi-item scales have 
been aggregated, yet the measurement level has still required careful interpretation (Norman, 2010). 
Common method variance has remained a plausible risk because predictors and the outcome have been 
obtained from the same instrument and at the same time; while correlation magnitudes and diagnostic 
checks have reduced concern about single-factor dominance, method bias has not been eliminated in 
principle. Regression inference has also required attention to collinearity and specification stability, and 
the use of multiple related predictors has created the possibility of coefficient sensitivity even when 
VIF values have remained acceptable; established cautions regarding rules-of-thumb for 
multicollinearity have therefore remained relevant to interpretation (O’Brien, 2007). Construct 
distinctiveness has also remained a methodological concern in survey-based frameworks; criteria for 
discriminant validity have been necessary because closely related constructs can inflate perceived 
relationships if items overlap in meaning (Henseler et al., 2014). The case-study anchoring has 
strengthened contextual coherence but has constrained generalizability, because procurement and 
trade fraud risks have been shaped by institutional design, enforcement intensity, and data 
infrastructure that vary widely across jurisdictions and organizations. Finally, fraud detection has been 
a rare-event domain in many operational datasets, and prior work has warned that imbalance can 
distort model evaluation and can exaggerate apparent accuracy when prevalence has been low 
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(Vanhoeyveld et al., 2019). These limitations have not invalidated the findings; rather, they have 
clarified that the results have been best interpreted as evidence about how statistical modeling 
practices, data readiness, and control context have co-varied with perceived detection effectiveness 
within a defined setting, under measurement assumptions common to quantitative governance 
research (Whitrow et al., 2009). 
Future research has been positioned to strengthen causal interpretation, external validity, and 
operational utility by building on the analytic relationships documented here. First, longitudinal and 
multi-wave designs have enabled testing whether improvements in data readiness and statistical 
monitoring have preceded measurable improvements in detection outcomes, which has addressed the 
temporal ordering challenge inherent in cross-sectional designs. Second, multi-case studies across 
sectors and jurisdictions have enabled testing whether procurement’s stronger dependence on 
descriptive/process signals and trade’s stronger dependence on regression/data readiness have 
replicated under different institutional regimes, enforcement capacities, and platform architectures. 
Third, linking survey constructs to objective operational outcomes such as audit findings, confirmed 
irregularities, post-clearance adjustments, or investigation closure rates has strengthened criterion 
validity and reduced reliance on perception-only effectiveness measures. Evidence that audit risk 
interventions have altered procurement irregularities has suggested that quasi-experimental designs 
and policy shocks have offered strong leverage for testing detection and deterrence mechanisms 
(Zamboni & Litschig, 2018). In procurement, future work has also extended descriptive screening into 
collusion detection by integrating bid-rigging screens with administrative indicators and evaluating 
which screens have generalized across markets (Imhof, 2020). In international trade, future work has 
combined tariff variation, enforcement signals, and distributional diagnostics to isolate how incentives 
have reshaped evasion channels and detection signatures (Mishra et al., 2008). Methodologically, future 
research has also improved model usefulness by incorporating cost-sensitive evaluation and 
operational constraints more explicitly, because fraud programs have been evaluated on prevented loss 
and investigative efficiency rather than on abstract accuracy alone (Sahin et al., 2013). Finally, future 
research has advanced the theoretical integration by testing whether Fraud Triangle components have 
mediated or moderated the relationship between analytics practice and detection effectiveness, which 
has deepened mechanism understanding beyond direct effects and has responded to calls to connect 
theory, control design, and detection practice in a unified explanatory model (Dorminey et al., 2012). 
CONCLUSION 
This study has examined how statistical modeling techniques have supported fraud detection across 
procurement and international trade systems within a quantitative, cross-sectional, case-study–based 
design, and it has demonstrated that measurable analytics practices and enabling conditions have 
explained meaningful variation in fraud detection effectiveness. Using a five-point Likert-scale 
instrument, the research has operationalized descriptive analytics use, correlation-based screening, and 
regression modeling practice as core dimensions of statistical monitoring, and it has measured data 
readiness and process-control context as complementary enablers that have shaped whether analytics 
has translated into effective detection outcomes. The results have shown that respondents have 
reported moderate-to-high adoption of statistical monitoring overall, with descriptive profiling and 
anomaly summaries having been used most consistently, correlation screening having been embedded 
as a routine linking mechanism among red-flag indicators, and regression-based scoring having been 
adopted at a slightly lower but still substantive level where data conditions and skills have supported 
predictive prioritization. The empirical evidence has confirmed that all three statistical technique 
dimensions have been positively associated with fraud detection effectiveness, and the regression 
estimates have indicated that each technique has contributed uniquely when modeled jointly, which 
has strengthened the study’s central claim that the statistical toolkit has not operated as a single 
monolithic capability but as a layered monitoring architecture. Data readiness has emerged as a 
significant contributor, indicating that consistent identifiers, accessible records, and reliable 
documentation have been foundational for turning analytics into actionable detection capacity, while 
process-control context has also contributed independently, showing that transparency, verification 
routines, and segregation-of-duty discipline have strengthened outcomes beyond analytics alone. The 
cross-domain comparison has further indicated that procurement and international trade have 
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exhibited coherent but distinct emphasis patterns: procurement has been characterized by stronger 
reliance on descriptive monitoring and control context, reflecting the visibility of competition, award, 
and contract-lifecycle signals, whereas international trade has been characterized by stronger reliance 
on regression-based scoring and data readiness, reflecting the multi-field complexity of customs and 
documentation anomalies that have required integrated records for predictive screening. In meeting 
the research objectives, the study has provided an objective profile of key constructs, established 
reliable measurement for hypothesis testing, quantified associations through correlation analysis, 
estimated predictive contribution through regression modeling with defensible diagnostics, and 
produced a comparative view of domain-specific detection dynamics under a unified conceptual 
framework. Overall, the research has contributed a structured, replicable approach for assessing fraud 
detection capability that has combined governance conditions with statistical monitoring practices and 
has shown that detection effectiveness has been most credibly strengthened when analytics maturity, 
data infrastructure, and process controls have been aligned as a single operating system. 
RECOMMENDATIONS 
Recommendations have been formulated to strengthen fraud detection across procurement and 
international trade systems by aligning statistical modeling capability with governance controls and 
data readiness as a single operational architecture. First, organizations have prioritized data readiness 
as the foundation by standardizing identifiers (supplier/trader IDs, contract numbers, invoice 
numbers, shipment references), enforcing mandatory fields at the point of entry, and implementing 
consistent taxonomies for product codes, procedure types, and exception reasons, because detection 
models have depended on complete and comparable records. Second, procurement units have 
institutionalized a descriptive analytics baseline by maintaining dashboards that have tracked bidder 
participation rates, award concentration by supplier and buyer, frequency and value of contract 
amendments, cycle-time anomalies, split purchases, and invoice–receipt mismatches, and they have set 
transparent “red-flag” thresholds (e.g., repeated single-bid awards, abnormal amendment rates, and 
recurring supplier dominance within a category) that have triggered structured review rather than ad 
hoc judgment. Third, trade compliance units have implemented unit-value and documentation 
anomaly profiling by maintaining reference bands for declared prices by HS code and corridor, 
monitoring classification shifts and repeated declaration corrections, and establishing automatic flags 
for extreme deviations and inconsistent documentation patterns, because these signals have supported 
scalable screening. Fourth, both domains have embedded correlation-based screening as an 
intermediate control layer by routinely testing which red flags have tended to co-occur (e.g., short bid 
windows with repeated awards; high-risk corridors with abnormal unit values and repeated 
amendments) and by using correlation patterns to refine which indicators have remained meaningful 
within the case environment, thereby reducing false positives and focusing attention on risk clusters 
rather than isolated anomalies. Fifth, organizations have expanded regression-based risk scoring into 
a controlled and auditable workflow by creating a model register (model purpose, variables, 
training/validation approach, approval owner), maintaining clear interpretation rules for coefficient 
direction and feature relevance, and validating models periodically against confirmed cases, audit 
findings, or investigation outcomes where available; where labeled outcomes have remained limited, 
regression models have been used as prioritization tools rather than as proof of wrongdoing. Sixth, 
leaders (including CISOs, compliance heads, and enterprise architects) have strengthened control 
context by enforcing segregation of duties, multi-person approval for high-risk thresholds, justification 
logging for overrides, and immutable audit trails, and they have ensured that analytics alerts have 
flowed into a case management process with documented triage steps, escalation criteria, and closure 
codes so that monitoring has produced actionable accountability. Seventh, capacity has been improved 
through skill and governance investment, including analyst training on data cleaning, outlier handling, 
and model diagnostics, and reviewer training on interpreting model outputs without treating them as 
deterministic judgments. Eighth, organizations have operationalized continuous improvement by 
tracking alert-to-investigation conversion rates, false-positive rates, time-to-resolution, and recovery 
value, and they have used these metrics to adjust thresholds, revise indicators, and retire weak 
variables. Finally, cross-domain coordination has been strengthened by establishing shared data 
standards, a unified risk taxonomy, and joint fraud-risk reviews between procurement and trade teams, 
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because integrated oversight has supported stronger detection outcomes when records and analytics 
practices have been aligned across the two systems. 
LIMITATION 
The limitations of this study have been shaped primarily by its quantitative, cross-sectional, case-
study–based design, the measurement approach used to operationalize constructs, and the practical 
constraints associated with researching fraud-related phenomena. First, because the study has 
employed a cross-sectional design, the observed relationships among statistical modeling practices, 
data readiness, process-control context, and fraud detection effectiveness have been interpretable as 
statistically significant associations rather than definitive causal effects, and the temporal ordering 
between predictors and outcomes has not been established through repeated measurement. Second, 
the case-study anchoring has strengthened contextual coherence but has constrained external validity, 
because procurement and international trade environments have varied substantially across sectors, 
jurisdictions, enforcement regimes, and digital maturity levels; therefore, the magnitude of coefficients 
and the relative dominance of predictors have not been assumed to generalize beyond the bounded 
setting without replication. Third, the study has relied on a structured questionnaire and Likert five-
point scales to measure latent variables, and although multi-item composites and reliability testing 
have supported internal consistency, self-reported responses have remained subject to perceptual bias, 
social desirability effects, and differences in respondents’ understanding of “fraud detection 
effectiveness,” particularly in organizations where detection responsibility has been distributed across 
multiple units. Fourth, common method variance has remained a plausible concern because key 
predictors and the dependent construct have been obtained from the same instrument at the same time; 
while screening indicators and correlation patterns have reduced the likelihood of a single-factor 
artifact, the design has not fully eliminated shared-method inflation of relationships. Fifth, 
measurement limitations have also included the potential for construct overlap, because descriptive 
monitoring, correlation screening, and regression practice have been related dimensions of analytics 
maturity; even with acceptable multicollinearity diagnostics, some coefficients could have been 
sensitive to alternative item groupings or scale definitions. Sixth, the study has not directly 
incorporated objective ground-truth outcomes such as confirmed fraud cases, audit recoveries, 
penalties, post-clearance adjustments, or investigation closure rates; instead, the outcome has been 
captured as perceived effectiveness, which has been suitable for cross-sectional assessment but has not 
represented verified detection accuracy, false-positive rates, or monetary loss prevention. Seventh, the 
fraud-detection domain has involved rare events in practice, and the study has not modeled 
transaction-level imbalance or tested predictive performance metrics on labeled datasets; consequently, 
the findings have reflected relationships at the construct and perception level rather than operational 
classification performance under real-world prevalence. Eighth, sampling constraints have limited 
inference, because purposive selection has been applied to target relevant roles, and the achieved 
sample may have overrepresented individuals with greater exposure to controls and analytics 
practices, while underrepresenting peripheral stakeholders who have influenced documentation 
quality or upstream data capture. Finally, the study has been bounded by confidentiality and sensitivity 
constraints, which have limited the inclusion of detailed organizational records, system logs, or specific 
fraud-case narratives that could have strengthened triangulation and enabled richer validation of 
survey-reported practices.  
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